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Abstract of the contribution:

Operators may want to have fine-grained control whether or not to offload specific communications. Such traffic handling can be per APN, per IP flow, per application, or per a combination of some of them. It can be performed by different network entities (e.g., H(e)NB, Local GW/TOF, UE, etc). The solutions should consider UEs supporting multiple APNs and those with single APN. This contribution describes some possible methods and discusses them.

Discussion

There are a number of reasons for which operators need to have tight control on which IP flows to (selectively) offload and which ones to service via the operator’s core network infrastructure. E.g. for reasons such as legal interception, application of different charging schemes, content filtering, and access optimization are just a few examples. 

The open issues are:

· At what granularity shall SIPTO control be performed? 

· Where shall SIPTO routing policies be enforced?
· How shall SIPTO routing policies be communicated?

1. SIPTO traffic control granularity:

SIPTO traffic control can be performed i) per APN, ii) per application (e.g., web), iii) per IP flow, or iv) per a combination of some of them.

· Per APN control: For example, Operators may want to offload all traffic of a certain APN (e.g. Internet).

· Per application: For example, Internet applications, using HTTP protocol, may all be subject to offload. While this is straight forward, operators may still want to service access to their portal Webs via their EPC. 

· Per IP flow: This granularity introduces some level of complexity, but it provides operators with fine-grained level of control for SIPTO traffic.
· Combination of some of the above: For example, operators may consider offloading all Internet traffic (i.e., control per application) except for traffic destined to particular IP addresses (i.e. per IP flow control). For example, an operator may have certain Internet content cached locally (e.g. YouTube movies) and therefore want to deliver this from its own network. 
Conclusion 1: Traffic offload can be per APN, per application, per IP flow, or per a combination of some of them.


2. Enforcement of SIPTO Routing Policies:

Enforcement of SIPTO routing policies can be performed at different entities. This is also depending on the type of the UE (e.g., whether it supports multiple APNs or not). The following lists up some of the possible solutions.

· SIPTO handling by UEs (based on multiple APNs): The assumption here is that the UE has separate PDN connections for traffic subject to SIPTO and other traffic. In this case, the UE makes the decision whether a certain traffic (IP flow) is offloaded or not by choosing the adequate PDN connection.  For this, the UE either has pre-configured policies or the UE checks dynamically upon establishment of a connection whether this traffic should be subject to SIPTO or not. These policies can be done either per application or IP flow. In this solution, SIPTO handling is not transparent to UEs. 
· SIPTO handling by H(e)NBs or Local GWs/TOF: The assumption here is that the UE uses the same PDN connection for both traffic that is subject to offload or not. In this case, the decision whether or not a certain type of traffic is offloaded is taken by the network (i.e. H(e)NB or Local GW/TOF). Again, the H(e)NB or Local GW/TOF can be pro-actively provisioned with SIPTO routing policies or these entities can check dynamically upon establishment of a connection whether this traffic should be subject to SIPTO or not. In case an operator desires fine-grained level of traffic handling control, the option of pro-actively provisioned routing policies comes with high cost and management complexity. 

Conclusion 2:   Enforcement of traffic offload can be carried out at different entities: 

1. at the UE – in case the UE uses different/separate PDN connections for offload and normal traffic

2. at the H(e)NB or Local GW/TOF – in case the same PDN connection is used by the UE for both types of traffic


3. Communication of SIPTO routing policies:

There are different ways of communicating SIPTO routing policies and that depends on how and where they are enforced. Below are some possible solutions.
· Pro-active provisioning of SIPTO routing policies via HMS / NMS: The HMS / NMS can pro-actively provision SIPTO routing policies to H(e)NBs or local GWs/TOF.

· Dynamic SIPTO routing policies through Operator DNS: The Operator core DNS can be enhanced to dynamically provide to UEs, H(e)NBs and/or local GWs/TOF indications on how to handle a particular IP flow/connection. In this option, SIPTO traffic handling is dictated by the operator’s DNS. In response to a DNS resolution request from a UE (when it establishes a new connection), the operator DNS replies with the IP address of the communication peer (destination) along with additional information that indicates how the traffic from/to the peer should be handled. This additional information can be in the form of a SIPTO flag in the DNS reply or (in case of a UE with multiple APNs with at least one dedicated for SIPTO) the APN that the UE should use for the flow in question. 
· Combination of some of the above: For example, a operator can proactively provision default SIPTO routing policies to the entity deciding how a particular communication should be handled via the network management system (e.g. HMS or NMS), and in addition use the dynamic check based on the operator DNS function.

Conclusion 3: SIPTO routing policies can be either provisioned pro-actively to the entity enforcing them (via network management) and/or checked dynamically upon establishment of a new communication (e.g. based on operator DNS).

Proposal

We propose to capture the above conclusions in TR 23.829 as sketched below.

Start of 1st Change

6.x
Evaluation of Methods for Operator Control of SIPTO Traffic
6.x.1 
SIPTO traffic control granularity

SIPTO traffic control can be performed:
· Per APN control: For example, Operators may want to offload all traffic of a certain APN (e.g. Internet).

· Per application: For example, Internet applications, using HTTP protocol, may all be subject to offload. While this is straight forward, operators may still want to service access to their portal Webs via their EPC. 

· Per IP flow: This granularity introduces some level of complexity, but it provides operators with fine-grained level of control for SIPTO traffic.

· Combination of some of the above: For example, operators may consider offloading all Internet traffic (i.e., control per application) except for traffic destined to particular IP addresses (i.e. per IP flow control). For example, an operator may have certain Internet content cached locally (e.g. YouTube movies) and therefore want to deliver this from its own network. 

6.x.2
Enforcement of SIPTO Routing Policies

Enforcement of SIPTO routing policies can be performed at different entities. This is also depending on the type of the UE (e.g., whether it supports multiple APNs or not).
· SIPTO handling by UEs (based on multiple APNs): The assumption here is that the UE has separate PDN connections for traffic subject to SIPTO and other traffic. In this case, the UE makes the decision whether a certain traffic (IP flow) is offloaded or not by choosing the adequate PDN connection.  For this, the UE either has pre-configured policies or the UE checks dynamically upon establishment of a connection whether this traffic should be subject to SIPTO or not. These policies can be done either per application or IP flow. In this solution, SIPTO handling is not transparent to UEs. 

· SIPTO handling by H(e)NBs or Local GWs/TOF: The assumption here is that the UE uses the same PDN connection for both traffic that is subject to offload or not. In this case, the decision whether or not a certain type of traffic is offloaded is taken by the network (i.e. H(e)NB or Local GW/TOF). Again, the H(e)NB or Local GW/TOF can be pro-actively provisioned with SIPTO routing policies or these entities can check dynamically upon establishment of a connection whether this traffic should be subject to SIPTO or not. In case an operator desires fine-grained level of traffic handling control, the option of pro-actively provisioned routing policies comes with high cost and management complexity.

6.x.3
Communication of SIPTO routing policies
There exist various ways of communicating SIPTO routing policies, depending on how and where they are enforced:

· Pro-active provisioning of SIPTO routing policies via HMS / NMS: The HMS / NMS can pro-actively provision SIPTO routing policies to H(e)NBs or local GWs/TOF.

· Dynamic SIPTO routing policies through Operator DNS: The Operator core DNS can be enhanced to dynamically provide to UEs, H(e)NBs and/or local GWs/TOF indications on how to handle a particular IP flow/connection. In this option, SIPTO traffic handling is dictated by the operator’s DNS. In response to a DNS resolution request from a UE (when it establishes a new connection), the operator DNS replies with the IP address of the communication peer (destination) along with additional information that indicates how the traffic from/to the peer should be handled. This additional information can be in the form of a SIPTO flag in the DNS reply or (in case of a UE with multiple APNs with at least one dedicated for SIPTO) the APN that the UE should use for the flow in question.
· Combination of some of the above: For example, a operator can proactively provision default SIPTO routing policies to the entity deciding how a particular communication should be handled via the network management system (e.g. HMS or NMS), and in addition use the dynamic check based on the operator DNS function.
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