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Abstract of the contribution: An Intermediary Node shall return a RESET ACKNOWLEDGED message during a CN initiated RESET procedure (TR 23.823); this RESET ACK may be returned immediately.
DISCUSSION
Subclause 5.6.3.1.1.2 of the TR describes the handling by Intermediary Nodes of the connectionless CN initiated RESET message.
The following changes are proposed:

1/ Text is added to clarify why the Intermediary Node shall not propagate a CN initiated RESET message to the RAN node (for the scenario where the RESET procedure is initiated from part of the MSC Servers of the pool).

2/ For the scenario where the RESET procedure is initiated from part of the MSC Servers of the pool, the current text suggests that the Intermediary Node discards the RESET message, i.e. that no RESET ACKNOWLEDGE message is returned to the restarted MSC Server. This is in contradiction with 3GPP TS 25.413 subclause 8.26 which states that: 

Subclause 8.26.2.1:

"After a guard period of TRatC seconds a RESET ACKNOWLEDGE message shall be returned to the CN, indicating that all references at the UTRAN have been cleared. The RNC does not need to wait for the release of UTRAN radio resources or for the transport network layer signalling to be completed before returning the RESET ACKNOWLEDGE message."  

Subclause 8.26.3.1 Abnormal Condition at the CN:
"If the CN sends a RESET message to the RNC and receives no RESET ACKNOWLEDGE message within a period TRafR then it shall repeat the entire Reset procedure. The sending of the RESET message shall be repeated a maximum of "n" times where n is an operator matter. After the n-th unsuccessful repetition the procedure shall be stopped and e.g. the maintenance system be informed."
Thus the Intermediary Node should send a RESET ACKNOWLEDGE message to the MSC Server to avoid unnecessary repetition of the RESET procedure and inappropriate reporting of failure to the maintenance system.
3/ The range of values permitted in ITU-T Q.714 for the SCCP T(ias) and T(iar) timer are in the order of several minutes:

	T(ias)
	Delay to send a message on a conn IT on a connection
	5 to 10 minutes

	T(iar)
	) Waiting to receive a message on a connection section
	11 to 21 minutes


Note: Expiry of the T(iar) timer leads to release the SCCP connection, Tiar>>Tias (see UTU-T Q.715).

With such range of values, it is more likely that the calls affected by the CN reset will be released by end users hanging up the calls. This is clarified in the text.

4/ The Intermediary Node may return the RESET ACKNOWLEDGE immediately, w/o any isolation timer, considering that:
· Returning immediately a RESET ACKNOWLEDGE message to the MSC Server without any isolation period prevents failure of mobile terminated calls or signalling (e.g. Short Message), as well as possible unbalanced load distribution on the MSCs of the pool. E.g. subscribers affected by the resetting MSC will hang up and re-establish a new call immediately, which will lead the Intermediary Node to re-allocate the subscribers to other MSCs of the pool if the resetting MSC is isolated.
· Without an isolation period, the MSC Server may allocate to new calls an Iu signalling connection not yet freed in the RNC for earlier calls. This is not a concern if the RNC accepts the new call and releases the old call in that circumstances; if the RNC rejects the new call, the MSC Server can initiate a RESET RESOURCE procedure to release the old connection and re-establish the new one.
5/ The TR defines a specific behaviour of the Intermediary Node for the case where all the MSC Servers of the pool reset within the same (short) isolation period. Since this is quite unlikely to occur, the Intermediary Node should be allowed to handle this specific scenario like it handles RESET intiated by part of the MSCs of the pool.

PROPOSAL
It is proposed to agree the following changes to 3GPP TR 23.823 v1.0.0.

* * * First Change * * * *
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5.6.3.1.1.2
CN Initiated RESET
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Figure 5.6.3.1.1.2.1: RESET procedure initiated from part of the MSC Servers

According to 3GPP TS 25.413 [3], in the event of a failure at the CN, which has resulted in the loss of transaction reference information, a RESET message shall be sent to the RNC. On receipt of the RESET message, the UTRAN releases affected Radio Access Bearers and clears all the affected references.
The RNC should normally have Radio Access Bearers and Iu resources that are handled by other MSC Servers of the pool, and these resources shall not be released while resources handled by the resetting MSC Server should normally be released.
Based on that, the SNSF shall not relay towards the RNC the RESET message which is received from only part of the MSC Servers, and may isolate the MSC Servers for a preconfigured period. During that period, the SNSF does not transfer any message towards the isolated MSC Server. The affected Radio Access Bearers and the affected references with the isolated MSC Server will be release during the isolation period by some mechanisms, e.g. by the subscriber hanging up the call or by the SCCP Inactivity Test procedure. The SNSF shall then return a RESET ACKNOWLEDGE message to the resetting MSC.
NOTE 1:
ITU-T Q.714 [x] defines a range from 11 to 21 minutes for for the SCCP T(iar) timer; in practice, all the calls should be released within few tens of seconds by subscribers hanging up the call.
NOTE 2:
Immediately returning a RESET ACKNOWLEDGE message to the MSC Server without any isolation period prevents failure of subsequent mobile terminated calls or signalling (e.g. Short Message), as well as possible unbalanced load distribution on the MSCs of the pool. E.g. subscribers affected by the resetting MSC will hang up and re-establish a new call immediately, which will lead the SNSF to re-allocate the subscribers to other MSCs of the pool if the resetting MSC is isolated.

NOTE 3:
Without an isolation period, the MSC Server may allocate to new calls an Iu signalling connection not yet freed in the RNC for earlier calls. This is not a concern if the RNC accepts the new call and releases the old call in that circumstances.
If the SNSF received RESET messages from all the MSC Servers towards a RNC node within the MSC Pool Area during the period of the isolation, the SNSF may send a RESET message to the destination RNC. On receipt of the RESET ACKNOWLEDGE message from the RNC, the SNSF forwards the RESET ACKNOWLEDGE message to all the MSC Servers.
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Figure 5.6.3.1.1.2.2: RESET procedure initiated from all the MSC Servers

NOTE 4:
If a RNC connects with multiple SNSFs, the MSC Servers shall be configured to one of the SNSFs that the MSC Servers shall send the RESET messages to. The MSC Servers should only send the RESET message to the preconfigured SNSF when the RESET procedure is initiated towards the RNC.
NOTE 5:
Since it is unlikely that all the MSC Servers of the pool reset at the same time (i.e. during the same short period), an SNSF can handle this scenario as it handles RESET initiated by part of the MSCs of the pool.
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Forward the RESET ACKNOWLEDGE message to all the MSC Servers
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On receipt of Reset message from part of the MSC Servers in the pool area, the SNSF shall not relay the RESET message and may isolate these MSC Servers for a preconfigured period
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On receipt of Reset message from part of the MSC Servers in the pool area, the Intermediary Node discards RESET message and isolates these MSC Servers for a preconfigured period
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