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1.
Introduction
The service requirements for Machine-type communication (MTC) have been specified in 3GPP TS 22.368 [1] and the Stage 2 work is just about to start in SA2. Although it may be considered too early to go into architecture details in the Cabo meeting, we would like to initiate a discussion on the fundamental aspects of the MTC architecture as soon as possible.
Machine type communications are different from current mobile network communications in many ways, and notably in the following aspects:

a) a potentially very large number of communicating terminals, 

b) to a large extent, little traffic per terminal, with sporadic messaging bursts.

The 3GPP Release-9 Evolved Packet Core (EPC) architecture may not be the optimal choice for MTC, for the following reasons:

· Data communication in EPC was optimised for transfer of significant volumes of data;

· Data communication in EPC takes place in the user plane, which requires certain amount of signalling related to establishment, maintenance and release of EPS bearers;

· The user plane transport also implies storage of EPS bearer state and information (e.g. TEID or GRE tunnels) in several EPC nodes (MME, SGW, PGW) even for mobiles in idle mode;

· Requires IP stack in the terminals, and, possibly IMS stack, if the eventually adopted MTC architecture should be IMS-based. This may imply increased OPEX due to maintenance of IP configuration in every single MTC device
The UMTS SMS architecture is an example of control plane architecture for delivery of low volume transaction-oriented traffic. In this sense, today’s SMS architecture in UMTS may be a better starting point for the MTC system architecture. Unfortunately, the SMS architecture used in UMTS has not been carried over and incorporated in the 3GPP Evolved packet System (EPS). In addition, the UMTS SMS architecture is too much dependent on some legacy concepts (e.g. text-oriented format, legacy addressing format based on IMSI or MSISDN, home-based service paradigm with SMS Service Centre located in the HPLMN) that make it difficult to evolve and accommodate a large population of data-generating MTC devices and new type of value-added MTC services.

This document proposes for discussion a control-plane architecture for machine type communications that combines aspects from both the EPS and the UMTS SMS architecture. The proposed architecture is expected to be more optimised than EPS for the expected MTC traffic types and traffic volumes.
NOTE: the proposed architecture does not attempt to address all MTC service category optimisations (as defined in TS°22.368). Specifically, this architecture addresses the Low Data Usage service category optimisation. The discussion also touches on some other MTC service categories (e.g. Mobile Originated Only). MTC devices that cannot benefit from the proposed architecture can be redirected to the existing EPC network, as explained later in this paper.
2.
Discussion

Depicted in Figure 1 is today’s SMS architecture in UMTS [2]. In contrast to EPS, the UMTS SMS architecture provides an efficient means for conveyance of short messages between the MS and the SMS Service Centre. The short messages are carried inside the control plane of the UMTS circuit-switched domain (via the MSC) or via the UMTS packet switched domain (via the SGSN). 
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Figure 1: Architecture for SMS service in UMTS networks (from [2])
A control plane architecture like the SMS architecture depicted in Figure 3 may be considered as a good starting point for support of future MTC traffic, notably by replacing the MSC/SGSN and SMS-SC with an MME and an MTC Server, respectively. We ignore the counterpart of the SMS-IWMSC node for a moment, but will come back to it later below. We make the following observations in reference to Figure 1:
· SMS-SC (the SMS Service Centre) is a function that provides one basic service, namely, storing and forwarding of messages exchanged between the MS and the remote party. It is always located in the receiving user’s HPLMN. With Machine-type communications, the MTC Server may be able to provide various value-added services, instead of merely storing and forwarding data messages. For some specific services it may be desirable to provide them locally i.e. in the VPLMN, which would imply that the MTC Server may be located either in the home or in the visited network;
· Reference point 1 (RP1) is used for message transfer between SMS-SC and SMS-IWMSC. Although 23.040 specifies no mandatory protocol for RP1 below the message transfer layer, the example protocol stack in 03.47 ([3]) is based on MAP signalling with TCAP, SCCP and SS7 MTP transport. For the MTC architecture (and also judging by the figures in 22.368) it would be desirable that the MTC Server be located in an IP network. As a consequence, the protocol stack on RP1 is likely to be based on IP transport;
· The Addressing identifiers used on RP1 are typically in the format of E.164 numbers, although other formats are also allowed in 23.040. Assuming that the MTC Server will be located in an IP network, it looks like a viable approach to replace the various addressing formats used today with a single addressing format - an IP address. This step is all the more obvious given that 22.368 defines machine-type communications not only as device-to-server, but also as device-to-device communication. With this in mind, the IP address seems to be the obvious choice for a unique addressing means that can be used to identify the remote party, be it an MTC Server or another MTC device;
· Reference point 3 (RP3) is used for (Control-plane) message transfer inside the circuit (or packet) Core Network, between SMS-IWMSC and MSC /SGSN. This reference point is again based on MAP (29.002) and unfortunately has no counterpart in the EPC architecture, given that Rel-9 EPC architecture chose to rely on two radically different approaches for SMS delivery (i.e. “SMS over SGs” and “SMS-IP”). We believe that a similar reference point will need to be re-introduced in the MTC architecture if the objective is to build a control-plane message transfer support inside the EPC. Of course, the new reference point is unlikely to be based on MAP or SS7, but the protocol choice would after all be a stage 3 decision;

· The HLR function in the SMS architecture is used to provide routing information among other things. Assuming that the message transfer network on RP1 has been migrated to IP routed network, the placement and the functionality of the VLR counterpart will need to be re-evaluated, due to some specifics of IP addressing (e.g. dynamic nature of IP addresses);
· Coming back to the SMS-IWMSC function: in the UMTS SMS architecture this node is located at the border of the packet (or circuit) Core Network and performs interworking between (control plane) message transfer inside the Core Network (RP3) and (control plane again) message transfer towards the SMS-SC (RP1). Assuming that control-plane message transfer is used in the EPC network enhanced for MTC, the counterpart of SMS-IWMSC will need to perform interworking between control plane message transfer (inside EPC) and IP based communication towards the MTC Servers and other MTC devices.
3.
Possible MTC control-plane architecture
Based on the observations in the previous clause, we arrive at a control-plane EPC architecture for MTC communications depicted in Figure 2.
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Figure 2: Proposed MTC architecture (right-hand side)
The evolved packet core architecture for MTC (shortly referred to as EPC-m) is depicted on the right-hand side of Figure 2 and consists of the following functions:

· MTC Servers – located inside the IP network. Depending on the service type, an MTC server can be located in the visited network (vMTC Server) or in the home network (hMTC server); 

· MME-m – Mobility Management Entity for MTC; its functionality is similar to the MME functionality in EPC, but is optimised for handling of MTC devices (UE-m) of a certain MTC service category. Notably, the MME-m serves as authenticator of UE-m’s and keeps the location of UE-m’s in Idle mode. The type of information stored in the MME-m may differ depending on the type of MTC device;
· GW-m – a node providing interworking between messages transported inside the EPC-m control plane and IP packets. The GW-m hosts the IP address corresponding to UE-m at a given point in time and presents an IP host behaviour towards the IP network on behalf of the UE-m. In case of roaming the GW-m can be assigned in the Home network (“home based services”) or in the Visited network (“visited or home based services”). Figure 2 illustrates the latter;
· AAA-m – Authentication, Authorisation and Accounting infrastructure dedicated to MTC communications. It is notably used for authentication of UE-m terminals. The actual storage of credentials may be either in the AAA-h or in the HSS (e.g. this may depend on the relationship between an MTC device and the subscription of its human owner). In addition, the AAA-m is used to provide statically assigned IP addresses or an indexed list of correspondents (see details on proposed addressing principles below). In case of roaming the AAA-m is split into a Home (hAAA-m) and a Visited (vAAA-m) functionality.

For comparison, a simplified version of the Release 9 EPC is depicted on the left-hand side of Figure 4. The same eNodeB serves both MTC and non-MTC devices. MTC devices of certain MTC service category (e.g. Low Data Usage) are directed to the EPC-m. Non-MTC devices, as well as MTC devices of certain MTC service category (e.g. those that cannot benefit from the proposed architecture) are directed to the EPC. This selective treatment can be achieved based on an MTC-specific indication in the terminals’ radio access capability.
It is assumed here that MTC messages between UE-m and MME-m are carried inside NAS signalling. This is similar to transport of SMS messages today, however, in contrast to SMS, the MTC messages are expected to be in binary (non-text) format.

Between MME-m and GW-m, the MTC messages are carried via transaction-based signalling. In contrast to the EPC architecture, there is no notion of establishment and maintenance of user plane. Beyond the GW-m the MTC traffic is carried as IP traffic, either towards an MTC server or directly towards other MTC devices.

The following reference points are defined in the architecture:

· S1-m: the functionality of this reference point is basically a subset of the S1 control plane (i.e. of the S1-MME). There is no counterpart to the S1 user plane interface (S1-U);

· S6a-m, SWd-m: these reference points are used for UE-m authentication with the hAAA-m. They are also used for fetching of subscription data, such as default MTC service, static IP address, indexed list of correspondents (see below), etc;

· SGd-m: this reference point is used for transaction-based message forwarding between the MME-m and the GW-m. It may also be used to provide subscription data to the GW-m (e.g. static IP address, indexed list of correspondents);

· SWx-m: this reference point is used for information exchange between hAAA-m and the HSS. Whether this interface is required depends on the relation between the subscription of an MTC device (stored in the hAAA-m) and the subscription of its associated human owner (stored in the HSS).

The transport for all those reference points is IP based.

3.2
Addressing principles
Every MTC device is associated with two categories of permanent identities:

· An identity that uniquely identifies the MTC device inside the EPC-m, as well as on the radio. This identifier is similar to IMSI and is used for paging on the radio, among other purposes. It is referred to here as the “IMSI-m” identifier. The IMSI-m is longer in size than the IMSI in order to accommodate the large population of MTC devices;

· An identity that uniquely identifies the MTC device inside the IP network. This identity can take the form of either a statically assigned IP address or a unique “host name” (i.e. a UE-m specific FQDN identifier).

The following principles further apply to the IP-level identifier of UE-m:

· Statically assigned IP address would typically be used with IPv6 addressing and Home based services (i.e. when the assigned GW-m is located in the Home network);

· Dynamically assigned IP address would typically be used with Visited based services or for applications where the communication is always originated by the UE-m.
The following principles further apply to dynamically assigned IP addresses:

· Upon assignment, the dynamic address is conveyed and stored in the hAAA-m;

· The hAAA-m performs a DNS Update in order to associate the newly assigned dynamic IP address with the UE-m’s FQDN (i.e. “host name”). This type of DNS Updates may not be needed if the UE-m is not reachable for mobile terminated communication.

It is assumed that the MTC device communicates with a fairly low number of correspondents and that in most applications the “host names” of the correspondents (or their statically assigned IP addresses) are known in advance. Based on this assumption, the following architecture principles may be applied:

· The list of correspondents (IP addresses or “host names”) for a specific UE-m is stored in a subscription record in the hAAA-m as an indexed list;

· This indexed list is fetched from the hAAA-m by the MME-m upon Attach, and is forwarded and stored in the assigned GW-m;

· For mobile originated communication:

· UE-m only needs to send a pointer to an entry in the indexed list, without having to signal the entire IP address or “host name” of the desired correspondent;

· GW-m on the originating side selects the correspondent’s IP address from the indexed list entry pointed to by the UE-m. If the entry is a “host name”, a DNS resolution takes place first;

· For mobile terminated communication:

· GW-m on the terminating side may perform screening of the Source IP address in mobile terminating packets against the indexed list of allowed correspondents for the terminating UE-m;

· GW-m on the terminating side may at any time attempt a reverse DNS query on the packet’s Source IP address to check whether it stems from a valid “host name”;

· GW-m on the terminating side uses the Destination IP address in the received IP packet to retrieve the IMSI-m identifier.

In some scenarios it may also be possible to use a “default correspondent” addressing for mobile-originated communications:

· For example, for applications where UE-m has only one correspondent that is identified via the requested service name (“APN-m”), the terminal does not need to indicate any desired correspondent. GW-m will automatically insert the IP address of the correspondent. This arrangement would typically be used for communication with an MTC server assigned in the Visited network.

3.2
Example call flows
The signalling procedures for the proposed architecture are based on the following EPS procedures:

· Attach – when the MTC device connects to the EPC-m network for the first time;

· Tracking Area Update – for mobility;

· Service Request – for initiation of data transfer, both mobile originated and mobile terminated. In the latter case the Service Request procedure is started by a Paging message.

It is assumed that mobility is handled primarily with the Tracking Area Update procedure. It is not expected to support any handover procedures. Recovery of any data losses due to handovers is expected to be handled at the upper protocol layers (i.e. above the EPC-m protocol layers).
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Figure 3: Attach procedure for MTC device

Depicted in Figure 3 is the Attach procedure for an MTC device. When UE-m attaches to the network for the first time, the following sequence of events takes place:

· Based on UE-m’s radio capability that is specific to MTC devices (steps 1-2), the eNodeB selects an MME-m and forwards the Attach request;

· MME-m authenticates UE-m (steps 10-11) after having communicated with the AAA-m architecture (steps 8-9) via S6a-m and SWd-m (the latter for roaming only). The communication between hAAA-m and HSS is optional and depends on the relationship between the subscription of the MTC device and its owner;

· As part of the authentication procedure the MME-m gets subscription data from the AAA-h (step°9) that may include the following: default requested service (referred to here as “default APN-m”), static GW-h address, static IP address, indexed list of correspondents, etc;

· Based on the subscription information received in step°9 the MME-m selects a GW-h function located either in the Home or in the Visited network and establishes a Control plane dialogue (steps 12-13) with it for this particular UE-m. Some subscription information may be passed on to the GW-m in this step (e.g. the indexed list of IP correspondents or the static IP address for this UE-m). The GW-m presents IP host behaviour towards the external IP network on behalf of the UE-m;

· The remainder of the Attach procedure (up to step°20) is similar to the existing EPS Attach procedure, apart from the absence of any user plane related signalling.

· In case of dynamic IP addressing, GW-m assigns an IP address for the UE-m and returns it to MME-m in step°13. If UE-m needs to be reachable for mobile terminated communication, MME-m updates the hAAA-m with the dynamically assigned IP address in step°20. hAAA-m performs a DNS Update (not shown in the figure) in order to associate the dynamic IP address with the UE-m’s “host name”.
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Figure 4: Mobile Originated data from an MTC device

Depicted in Figure 4 is the procedure for Mobile Originated data from an MTC device. Sending of mobile originated data is performed similar to the Mobile Originated SMS procedure described in TS°23.272 [4]:

· UE-m sends a Service Request (steps 1-2) indicating that it wishes to send an MTC message;

· MME-m requests establishment of UE context in the eNodeB (steps 4-5). Compared to the procedure for Mobile Originated SMS in [3], the difference is that the eNB does not need to set up any Radio Bearer for data transport – the MTC data will be transported over the signalling Radio Bearer inside the RRC UL Information Transfer message;

· UE-m sends an MTC message inside NAS signalling (step°6);

· MME-m forwards the MTC message to GW-m inside a transaction-oriented protocol (step°7);

· GW-m encapsulates the MTC message received from MME-m into an IP packet and forwards the IP packet towards the external IP network (steps 9-10);

· MME-m may release the resources associated with this MTC message transfer (step°11), possibly on timer expiry, in order to allow for any subsequent data transmission.

NOTE: the aspects of data transport reliability (e.g. to cope with scenarios where the MTC message delivery from UE-m to MME-m fails due to mobility) are not covered in the present document. One possibility is to handle data transport reliability at the upper protocol layers (e.g. by having the MTC Server, or the correspondent MTC device, acknowledge every MTC message).
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Figure 5: Mobile Terminated data to an MTC device

Depicted in Figure 5 is the procedure for Mobile Terminated data to an MTC device. Sending of mobile terminated data is performed similar to the Mobile Terminated SMS procedure described in TS°23.272 [4]:

· GW-m receives an IP packet from the external IP network (step°1) and determines that it is destined to UE-m for which it hosts the IP address;

· GW-m takes out the content of the IP packet and forwards it as an MTC message towards the MME-m inside a transaction-oriented protocol (step°2);

· MME-m pages UE-m with an IMSI-like identifier referred to as “IMSI-m” (step°4);

· UE-m sends a Service Request indicating that it wishes to receive MTC message (steps 5-6);

· MME-m requests establishment of UE context in the eNodeB (steps 8-9) without any user plane related signalling;

· MME-m sends the MTC message inside NAS signalling (step°10);

· MME-m may release the resources associated with this MTC message transfer (step°12), possibly on timer expiry, in order to allow for any subsequent data transmission.

NOTE: the aspects of data transport reliability (e.g. to cope with scenarios where the MTC message delivery from MME-m to UE-m fails due to mobility) are not covered in the present document. One possibility is to handle data transport reliability at the upper protocol layers (e.g. by having the MTC device acknowledge the receipt of every MTC message to the sender).

4.
Conclusion and proposal

Discussed in this contribution was a possible control-plane architecture for MTC, combining an SMS-like message transfer capability inside the EPC with IP-based communication beyond the EPC. The document went into details on some aspects (e.g. addressing identifiers) and also provided example call flows for clarification of how the proposed architecture should work.
Given the early stage of the NIMTC work in SA2 we propose to agree clause 3 of the present document in a temporary annex in 23.888 as a possible architecture solution for machine-type communications and move it later to a more appropriate “home” inside the main TR body.
We are also looking forward to any feedback from other companies regarding the viability of this type of architecture.
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