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Abstract of the contribution: This contribution discusses an IPv6 transition solution called, Gateway Initiated Dual-stack lite Solution (GI-DS-lite).

1 Introduction

This contribution discusses “Gateway Initiated Dual-stack lite (GI-DS-Lite)” as an IPv6 transition technique. “Gateway Initiated Dual-Stack lite” is specified in the IETF draft “draft-gundavelli-softwire-gateway-init-ds-lite” [2] and applies well to IP mobility architectures. It can be applied to both, 3GPP and non-3GPP access architectures, specified in 3GPP TS 23.401 and 3GPP TS 23.402. This document provides an overview of the Gateway Initiated Dual-Stack Lite solution and its applicability to the 3GPP mobility architecture. 

2 Gateway-Initiated Dual-Stack Lite
The following is the overview of the Gateway Initiated Dual-stack Lite solution. 

2.1 Solution Overview

Dual-Stack lite [3] has been proposed as an IPv4 to IPv6 transition technique. Dual-stack lite allows a service provider to migrate his network to IPv6, while still offering IPv4 services to the end customer and solving the public IPv4 address exhaustion problem. The dual-stack lite solution uses an IPv4-over-IPv6 tunnel between a host and a dual-stack lite Carrier Grade NAT (CGN). The 3GPP architecture already supports the dual-stack deployment model and uses tunneling technology between the Serving Gateway and the PDN Gateway, over GTP or PMIPv6 based S5/S8 interfaces. Applying the existing dual-stack lite concept to these networks will result in changes to the UE and unnecessary tunneling overhead on the airlink. 

The Gateway Initiated Dual-Stack Lite [3] is a slightly modified approach of the Dual-Stack lite concept, where the Dual-stack Lite tunnel is initiated on the PDN Gateway (rather than the UE, as with normal Dual-stack Lite). In this mode, the PDN Gateway functions as the DS-Lite Initiator. GI-DS-Lite solution establishes an IPv4-GRE or an IPv6-GRE tunnel between the PDN Gateway and the CGN. In this way, Gateway Initiated Dual-Stack Lite approach brings the following significant features:

· Solution to the problem of public IPv4 address exhaustion. 

· Solution to the problem of private IPv4 address exhaustion. 

· Continued support of IPv4 applications on the UE.

· Support for IPv4 or IPv6 within the IP transport network.

· No changes to the UE, access, or roaming architecture.

· Other advantages as covered in Section 2.2.

2.1.1 IPv4 Addressing Aspects 
Gateway-Initiated DS-lite supports public IPv4, private IPv4 (i.e., addresses from the address space defined in RFC1918), as well as overlapping or non-meaningful IPv4 addresses on the UE. Potentially, the same IPv4 private address , can be assigned to all the UEs within an operational domain. There is no change to the signaling plane with respect to IPv4 address assignment to the UEs.

2.1.2 Transport Network

The Gateway Initiated Dual-stack lite approach allows the core network to be migrated to IPv6-only transport, while continuing IPv4 support on the UE. In this configuration, the tunnel between the PDN Gateway and the CGN is based on IPv6 transport. 

The Gateway Initiated Dual-stack lite approach also supports IPv4 transport network. In this mode, the tunnel between the PDN Gateway and the CGN is based on IPv4 transport with the GRE encapsulation mode. This capability enables the mobile operator to migrate the core network to IPv6 in incremental steps with no impact to any of the UE’s IPv4 session.
2.1.3 PDN Gateway Considerations

PDN Gateway and CGN are connected through a single softwire using IPv4-over-GRE-over-IPv4 or IPv4-over-GRE-over-IPv6 encapsulation, with the PDN Gateway functioning as softwire initiator. GRE encapsulation (see RFC2784) is used along with the “GRE Key and Sequence Number Extensions” (see RFC2890). Alternative encapsulation techniques, such as for example L2TPv3, could be used instead of GRE [GI-DS-Lite]. The encapsulation technique needs to support transport of the Softwire-Identifier (SID), which is assigned by the PDN Gateway and retrieved either from a local or remote (e.g. AAA) repository. The SID is used as a context identifier and is 32-bit wide. For GRE encapsulation, the SID is carried within the GRE-key field (whereas for the L2TPv3 example, the Session ID would be used). The SID ensures a unique identification (potentially along with other traffic identifiers such as e.g. interface, VLAN, port, etc.) for traffic flows at the CGN which should be associated with a single NAT-binding. Deployment dependent, the SID can also be used as an identifier for e.g. flows or UEs in backend systems: Deployments which use non-overlapping private IPv4 addresses for the UE could e.g. choose to map private IPv4 addresses 1:1 to the SID.
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Figure 1: Gateway-Initiated Dual-Stack Lite deployment scenario
Figure 1 shows an example of Gateway-Initiated DS-lite applied to the EPC architecture. The PDN Gateway associates the mobility tunnels with the softwire tunnel to facilitate traffic forwarding to and from the CGN.

Additional considerations for the PDN Gateway: 

· The SID can be generated locally by the gateway or it can be obtained from a policy store. 

· The gateway uses the SID (potentially with other parameters, the use of local filters, and local policy) to make the appropriate forwarding decisions for IPv4 packets to and from the CGN as well as the UEs. In its simplest form, there could be a 1:1 relationship between mobile access tunnels (e.g. identified by a TEID) and a softwire tunnel (identified by SID) facing the CGN – resulting in a simple tunnel-stitching operation on the PDN Gateway.

· Only for deployments that use overlapping private IPv4 or non-meaningful IPv4 addresses for the UEs, all traffic is required to go through the CGN. Otherwise the PDN Gateway can choose for different forwarding, depending on the destination address: If the destination address is external to the service provider domain, traffic is sent to the CGN; if the destination address is internal and belongs to a UE connected to the same PDN Gateway, traffic is forwarded locally within the PDN Gateway; if the destination address is internal, but belongs to an end-point not local to the PDN Gateway, traffic is forwarded to the destination using normal IPv4 routing (IPv6 only transport networks would use IPv4-over-IPv6 transport techniques such as softwire-mesh (see RFC 5565) or a combination of two stateless NAT64 (in source PDN Gateway and target gateway/device) to effectively achieve IPv4 tunneling over IPv6 be used).
· The IP address of the CGN, which, depending on the transport network between the GW and the CGN, will either be an IPv6 or an IPv4 address, is configured on the gateway. A variety of methods, such as out-of-band mechanisms, or manual configuration apply.
2.1.4 CGN Considerations

The CGN is a special IPv4 to IPv4 NAT (NAT44) which combines NAT44 and Softwire tunnel concentration. It is deployed at the edge of the service provider network. The CGN is reachable by the PDN Gateway through an IPv4 or IPv6 transport network. As already mentioned above, the CGN exchanges user traffic with the PDN Gateway using an IPv4-over-GRE-over-IPv6, or IPv4-over-GRE-over-IPv4 encapsulation mode.

· When creating a IPv4 to IPv4 NAT binding for an IPv4 packet flow received from the gateway over the softwire tunnel, the CGN leverages the SID received within the packet, along with other identifiers such as for example interface, VLAN, Port, etc. to define the inner portion of the NAT.

· The outer/external IPv4 address of a NAT-binding at the CGN is either assigned autonomously by the CGN from a local address pool, configured on a per-binding basis (either by a remote control entity through a NAT control protocol or through manual configuration), or derived from the SID (e.g., the 32-bit SID could be mapped 1:1 to an external IPv4-address). The choice of the appropriate translation scheme for a traffic flow can take parameters such as destination IP-address, incoming interface, etc. into account.
· When forwarding the packets through the softwire tunnel to the PDN Gateway, the SID associated with the corresponding NAT binding will be added to the GRE key field of the GRE header.
· The CGN will de-capsulate any IPv4 packets received inside the softwire tunnel established between the gateway and the CGN. It uses the SID extracted from the GRE key field of the GRE key extension along with other parameters such as interface, VLAN, port etc. to identify the appropriate NAT binding. 

Figure 2 shows a NAT binding table at the CGN for a simple example: Two UEs are assigned the same IPv4 address. SID and port are used to identify the inner portion of the NAT binding. 

	UE
	Softwire-Id/IPv4/Port
	Public IPv4/Port

	UE-1
	SID-1/10.1.1.1/TCP 5000
	134.95.166.10/TCP 7000

	UE-2
	SID-2/10.1.1.1/TCP 6000
	134.95.166.10/TCP 8000


Figure 2: Example translation table at the CGN
2.2 Key Aspects of the Solution

The following are the key aspects of this solution:

· The Gateway Initiated Dual-stack lite solution supports the allocation of overlapping private IPv4 addresses to all the UE’s within its mobility domain. Potentially, all the UE’s in the mobility domain can be assigned the same IPv4 private address. This essentially solves the current issue of non-availability of sufficient RFC1918 based private address for supporting a large network. 

· This solution does not require any software changes to the IP stack on the UE. The UE can be a simple IPv4-only or a dual-stack terminal. This relieves the operator from the need to upgrade and maintain the firmware on millions of devices.

· This solution has no bearing on the type of the transport network that is supported in the operator network. It can be IPv4-only or IPv6-only network, allowing the mobile operators to migrate their network from IPv4 to IPv6 in incremental steps. Additionally, this solution has no bearing on the type of transport that is in enabled in the access network.

· This solution does not impose any constraints on the placement of the Carrier-grade NAT (CGN). The CGN can be placed on the service provide IPv4 network edge and is not required to be collocated with the PDN Gateway.  

· This solution does not introduce any additional tunnel overhead on the wireless link, or on the access network for carrying the UE’s IPv4 traffic. It leverages the tunneling infrastructure existing between the UE and the PDN gateway. The mobility tunnel will be logically extended to the CGN. 

· This approach requires a single IP packet translation (NAT 44) at the CGN and does not require any other packet translation at any other point in the network. It is to be noted that the required single IP packet translation is across the same IP version (IPv4 to IPv4) and does not require translation across IP versions (IPv4 to IPv6). 

· This solution requires only a single IPv4 or an IPv6 transport tunnel between the PDN Gateway and the Carrier Grade NAT, with the GRE encapsulation mode. This single GRE tunnel is used for carrying all the IP traffic belonging to all the UE’s supported on that PDN Gateway. 

· This solution does not have any impact on the UE’s roaming support. 

· For supporting this solution, the PDN Gateway requires some minimal amount of changes. These changes are three-fold:  

· GRE (or alternative schemes, such as L2TPv3) tunneling to/from the Carrier Grade NAT.

· Association of traffic flows to/from the CGN with the SID.

· Maintenance of a SID key-space.
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