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Abstract of the contribution: The present contribution attempts to address the remaining open issues for the EPC-based LIPA architecture with local PDN connection and proposes a “complete” solution for addition to TR°23.829.
1.
Introduction
The open issues and FFS points related to the EPC-based LIPA solution with local PDN connection are currently interspersed throughout TR°23.829 v0.2.0 [1].
For example, clause 5.2.2.1 contains the following FFS points:

-
For  active UE’s, mechanisms to optimize the routing of the EPS/UMTS bearers used for LIPA traffic is to be  studied, allowing the user plane to bypass the Core SGW and SGSN.
[…snip…]
SGW functions for the support of LIPA services

It is FFS whether IDLE mode downlink packet buffering and initiation of network triggered service request procedure should be local to the H(e)NB, leading to two SGWs per UE (one in Core Network and one in H(e)NB subsystem or transport backhaul network), which is not in line with current TS 23.401 [6] architecture principles, or whether this function should be in the Core Network.

MME impacts for the support of LIPA services:

It is FFS whether the MME may need adaptations to the EMM and ESM procedures regarding the following functions:

-
Trigger the session management for LIPA services and authorization for using LIPA services;

-
Paging;

-
GW selection procedure for LIPA traffic.

Whereas clause 5.2.4 contains the following open issues:

Common open issues applying to both UMTS and EPS:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality;

-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA or SIPTO PDN connection);

-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA and/or SIPTO traffic;

-
It is FFS whether QoS for LIPA and/or SIPTO traffic is based on static policies (no Gx to H(e)NB).

Open issues applying to EPS (LTE and S4-based UMTS) only:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation);

-
S11 interface to the HeNB to manage bearer setup for LIPA and SIPTO.

In addition, clause 4.2.4 contains the following requirement that has no been discussed so far:
The solutions for LIPA/SIPTO should consider the deployment scenario where the local breakout point (L-PGW) for LIPA/SIPTO is behind a NAT gateway.
As seen from these excerpts, the remaining open issues are documented in somewhat repetitive manner, often describing the same problem from different angles. For the sake of conciseness, we propose to group the remaining open issues as follows:
1. Paging issue: this includes whether SGW and/or MME needs to support changes to the Paging procedure, the number and location of SGW function(s), need for S11 interface to the HeNB, etc;
2. Optimised Routing Information issue: this refers to the mechanism that allows the EPS bearers to bypass the EPC;

3. NAT issue: this refers to the requirement for operation behind a NAT;

4. Lawful Intercept issue: this refers to mechanisms that may assist the EPC operator to perform lawful intercept of LIPA traffic.
The QoS and Mobility issues are not considered in much detail in this contribution, apart from a brief note in the concluding remarks.
The discussion is initially focused on the LIPA architecture for HeNB. At the end of the document the conclusion is extended to the LIPA architecture for EPC-based HNB (i.e. S4-SGSN architecture).
2.
Discussion

2.1.
Starting point

Although clause 5.2.2.1 of TR°23.829 lists a number of (agreed) architectural principles, the technical report still does not contain any full-blown architecture figure. Based on the agreed principles in clause 5.2.2.1, and making some further assumption on top of it, in Figure°1 we propose the following LIPA architecture for HeNB as a starting point for discussion.
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Figure°1: Example of LIPA solution for HeNB using local PDN connection

The following are the salient features of the architecture in Figure°1:

· a Local PDN Gateway (L-GW) function is collocated with the HeNB (agreed principle);

· the MME and SGW are located in the EPC (agreed principle);

· a Security Gateway (SeGW) node is located at the edge of the operator’s core network; its role (according to TS°33.320 [2]) is to maintain a secure association with the HeNB across the IP backhaul network that is considered insecure;

· a Home router/NAT device is located at the boundary of the home-based IP network and the IP backhaul network, as typically found in DSL or cable access deployments today (this is one of the scenarios that needs to be addressed);

· for completeness also depicted is an external PDN Gateway (PGW) located in the operator’s core network that is used for access to the operator services (this is a basic assumption for the solution based on local PDN connection).

The S1-MME and S1-U reference points are secured by tunnelling inside an IPsec tunnel, established between the HeNB and the SeGW, as specified in TS°33.320. On top of this already standardised security mechanism, Figure°1 assumes that the S5 reference point (between SGW and L-GW) is also secured by tunnelling inside the same IPsec tunnel established between the HeNB and the SeGW. The rationale for this arrangement is provided later in the document.
When the UE is in Connected mode, direct tunnelling is used between L-GW and HeNB (agreed principle)
2.2
Paging issue

How paging works in this architecture is still an open issue: it has not yet been agreed whether the Paging procedure for LIPA traffic remains the same as the Paging procedure in 23.401 i.e. whether buffering of DL packets is performed in the SGW, which would imply sending at least some of the DL traffic on the non-direct “tromboned” path.
In our view the proposal [3] has addressed the paging issue elegantly and presents a good way forward. Namely, according to [3]:

· there are two paths between the L-GW and the HeNB: a non-optimised path (L-GW – SGW – HeNB) and a short-cut path (L-GW – HeNB);

· When UE is in Idle mode the short-cut path is “dormant”; the downlink packets are consequently sent to the SGW across S5;

· SGW buffers the downlink packets and triggers the paging procedure via the MME; there are no modifications compared to how paging works in 23.401;

· When UE responds to paging and enters Connected mode, the direct path between HeNB and L-GW becomes active; all future packet exchanges between HeNB and L-GW follow the direct path, until the UE is moved to Idle mode again.

Proposal 1: downlink packets triggering Paging of Idle mode UEs are forwarded on the non-optimised path (S5). The Paging procedure is the same as in 23.401.
2.3
Optimised Routing information issue

What is presently still unanswered is the type of information that is used by the HeNB and the L-GW in order to establish the direct path, which was previously referred to as the “Optimised Routing information issue”. Specifically:

· what kind of information is used by the HeNB to discriminate between uplink packets destined to the home-based network (i.e. the L-GW) and uplink packets destined to the external PGW?

· what kind of information is used by the HeNB to map the downlink packets received from the L-GW on the appropriate Radio Bearers of the appropriate UE?

The upper part of Figure°2 shows the user-plane information, stored in various EPS nodes today, that is used for packet forwarding inside a network with GTP-based S5 (S5-GTP). The stored information is described as follows:

· S1 eNB TEID – tunnel endpoint identifier used in the GTP-U protocol on S1; assigned by eNB; stored in eNB and SGW;

· S1 SGW TEID – tunnel endpoint identifier used in the GTP-U protocol on S1; assigned by SGW; stored in eNB, SGW and MME;

· S5 SGW TEID – tunnel endpoint identifier used in the GTP-U protocol on S5; assigned by SGW; stored in SGW and PGW;

· S5 PGW TEID – tunnel endpoint identifier used in the GTP-U protocol on S5; assigned by PGW; stored in SGW, PGW and MME.
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Figure°2: Optimised routing information with S5-GTP

The lower part of Figure°2 focuses on the corresponding LIPA scenario in which the PGW (renamed into L-GW) becomes collocated with the HeNB. As seen from the figure, the L-GW function and the HeNB function of the collocated node share no information in common. In order to allow the establishment of the direct path, there is a need to provide an additional parameter to either the L-GW, the HeNB or to both. In principle this could be just about any new parameter, but if one considers minimisation of impact to the existing interfaces, the S5 PGW TEID parameter seems to be the optimal choice.
Consider first the downlink. The DL packets arriving on the S1-U interface are encapsulated in a GTP-U header. The S1 eNB TEID field in the GTP-U header allows the eNB to identify the right UE and the right Radio Bearer on which to send the packet over the radio.
If L-GW could provide the same parameter (i.e. S1 eNB TEID) along with every DL packet passed internally across the direct path, then the HeNB would proceed as usual. However, making S1 eNB TEID available to the L-GW would not only impact both S11 and S5, but may also not be available when needed (e.g. in the Attach procedure S1 eNB TEID is assigned at the end of the procedure, after the S5 transaction has been completed). In addition, although S1 eNB TEID traverses the MME, it is not stored in the MME context today; this aspect may become important if mobility needs to be considered for LIPA.
For the reasons explained above, providing S5 PGW TEID to the HeNB across S1-MME seems to be a more viable approach: S5 PGW TEID is available at the MME early enough in any bearer handling procedure and impacts only one interface (S1-MME).
Consider next the uplink. The HeNB needs to have an indication that the UL packets on a specific bearer need to be forwarded along the direct path. The very presence of a LIPA-specific parameter (e.g. S5 PGW TEID again) in the Radio Bearer context can serve this purpose. This is an additional reason for having the Optimal Routing information signalled across S1-MME instead of S11/S5.
The user plane handling on the direct path is then as follows:
· For downlink packets:

· The L-GW function performs the usual bearer binding onto EPS bearers, which results in identifying the underlying S5 PGW TEID parameter;

· The L-GW function passes (internally) the S5 PGW TEID parameter to the HeNB function along with the IP packet;

· The HeNB function maps S5 PGW TEID to the corresponding S1 eNB TEID and thus identifies the appropriate E-RAB context and the corresponding Radio Bearer;

· For uplink packets:

· The very presence of the S5 PGW TEID parameter in the Radio Bearer context indicates that the packet should be forwarded to the L-GW function, rather than over S1-U;

· The S5 PGW TEID parameter may be passed (internally) along with the IP packet; this could be used by the L-GW function e.g. to perform bearer binding verification, if necessary.

Proposal 2: with S5-GTP use the S5 PGW TEID parameter as “optimal routing” information and signal it across S1-MME to the HeNB. Candidate messages include INITIAL CONTEXT SETUP REQUEST or E-RAB SETUP REQUEST (see [4]), etc.
Figure°3 considers the same issue with PMIP-based S5 (S5-PMIP).
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Figure°3: Optimised routing information with S5-PMIP

The upper part of Figure°3 shows the user-plane information, stored in various EPS nodes today, that is used for packet forwarding inside the network with S5-PMIP. The stored information related to S5 is different from the S5-GTP case (green colour is used in the figure for PMIP-specific information) and is described as follows:

· S5 SGW GRE – GRE key used in the GRE encapsulated IP packets on S5; assigned by SGW; stored in SGW and PGW;

· S5 PGW GRE – GRE key used in the GRE encapsulated IP packets on S5; assigned by PGW; stored in SGW, PGW and MME.

The lower part of Figure°3 focuses on the corresponding LIPA scenario in which the PGW (termed L-GW) becomes collocated with the HeNB. As seen from the figure, the L-GW function and the HeNB function of the collocated node share no information in common.
For the same reasons as described in the S5-GTP case, it is proposed to use the S5 PGW GRE parameter as the “optimal routing” information.
Proposal 3: with S5-PMIP use the S5 PGW GRE parameter as “optimal routing” information and signal it across S1-MME to the HeNB. Candidate messages include INITIAL CONTEXT SETUP REQUEST or E-RAB SETUP REQUEST, etc.
NOTE: the proposed solution for PMIP works only in case there is only one EPS bearer per PDN connection (i.e. the default EPS bearer), which is expected to be the most common LIPA deployment scenario.

2.4
NAT issue

Regarding the “NAT issue” it is assumed here that the S5 reference point is tunnelled inside the same IPsec tunnel as S1-MME and S1-U. Such an arrangement provides a convenient solution for L-GW function reachability.

Namely, the L-GW function resides in the home network and uses a private IP address. As such, it is not easily reachable from the outside e.g. for signalling transactions initiated by the SGW over S5.

By tunnelling S5 inside an IPsec tunnel, the L-GW function becomes reachable via an IP address assigned from the Evolved Packet Core network. In theory, S5 could be tunnelled in a different IPsec tunnel than the one used for S1, however, that would not be justified: contrary to the IPsec tunnel for S1 that is up and running permanently, the S5 IPsec tunnel is needed only when the femto cell user needs access to the home-based network. 

In conclusion, tunnelling S5 along with S1 in the same IPsec tunnel automatically solves the NAT issue.
Proposal 4: S5 is tunnelled in the same IPsec tunnel as S1-MME and S1-U.
We next focus on one consequence of this arrangement.

When using S5-GTP, there are two instances of the GTP-U protocol inside the IPsec tunnel: GTP-U over S1-U and GTP-U over S5. This creates an issue as explained in Figure°4.
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Figure°4: User plane protocol stacks with GTP-based S5

Depicted in Figure°4 are the user plane protocol stacks on S1-U and S5. The GTP-U protocol is transported over UDP and has a well-known UDP port number (port number 2152). If the combined HeNB/L-GW node uses the same IP address for both S1-U and S5, the SGW will be unable to discriminate packets flowing on S1-U from packets flowing on S5.

In order to allow the SGW to discriminate packets flowing on S1-U from packets flowing on S5, it is proposed here that the combined HeNB/L-GW node should use two different addresses: one for the HeNB function and the other one for the L-GW function. The IKEv2 protocol, that is used for establishment of the IPsec tunnel between HeNB and SeGW, already allows the “initiator” (i.e. HeNB) to request more than one “internal” IP address via the CFG_REQUEST configuration payload (see [5]).

Having obtained two IP addresses via IKEv2, the HeNB function of the combined HeNB/L-GW node can then signal the L-GW address to the MME via S1-MME (e.g. in the S1 SETUP REQUEST message).

Proposal 5: use existing IKEv2 mechanisms to request one IP address each for the HeNB and the L-GW function. Signal the assigned L-GW address to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc (see [4]).
When PMIP is used on S5 it is also possible to use two different IP addresses for the HeNB and the L-GW function, although this is not necessary, because the user plane protocols on S1-U and S5 are different (GTP-U vs GRE encapsulated IP packets). It may nevertheless be necessary to signal to the MME whether S5 supports GTP or PMIP.
Proposal 6: signal the supported protocol on S5 to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc (see [4]).
2.5.
Lawful Intercept issue

Regarding the “Lawful Intercept issue”, the real problem is that the packets flowing on the short-cut path are outside of the reach of the EPC operator.

One way to assist Lawful Intercept would be, based on EPC request, to send a copy of every uplink and downlink IP packet (exchanged across the short-cut path) on S1-U and S5, respectively. Each packet copy is tagged as such via a new flag in the GTP-U (or GRE) encapsulation header, so that it can be “black-holed” at the SGW without being forwarded down the non-optimised path.
Proposal 7: assist Lawful Intercept by sending tagged packet copies on the non-optimised path. Candidate messages for LI activation or deactivation include INITIAL CONTEXT SETUP REQUEST or E-RAB SETUP REQUEST (for synchronous activation) or UE CONTEXT MODIFICATION REQUEST (for asynchronous activation).
Given the collocation of the HeNB function and L-GW function in the same node, it may suffice to activate the Lawful Intercept feature on the S1-MME side only. The HeNB function in the combined HeNB/L-GW node can then internally request the activation of the Lawful Intercept feature from the collocated L-GW function.
2.6.
Other issues: QoS and Mobility
As stated in the introduction, the QoS and Mobility issues are not considered in details in this contribution. We would make only the following observations.
If L-GW supports differentiated QoS handling based on statically configured policies (i.e. if there are Dedicated bearers in addition to the Default bearer on the local PDN connection), then the mechanism for “Optimal Routing” information described earlier still works well for the S5-GTP variant. As previously noted, the proposed mechanism for the S5-PMIP variant works only in case there is one bearer per PDN connection, the reason being that the L-GW is bearer-unaware. Before going into more complex solutions for the PMIP case, it needs to be clarified whether there is any service requirement for multiple bearers on the local PDN connection.
Whether Mobility for the LIPA traffic is a service requirement is still unclear. For instance, TS°22.220 currently reads that “Loss of access to Local IP Access to the home based network is acceptable as a UE moves out of H(e)NB coverage”. Nevertheless, it can be noted here that the proposed architecture supports Mobility in straight-forward manner, thanks to the fact that the non-optimised path is always present and can be used for service continuation upon handover to another HeNB belonging to the same home/corporate network or upon handover to a macro cell. Moreover, the architecture seems to be supportive of the Managed Remote access feature described in TS°22.220.
3.
Transposing the architecture to S4-UMTS

The present document has focused so far on HeNB femto cells, but the same principles can be applied to HNB femto cells when the Evolved Packet Core network supports the S4-SGSN node. Depicted in Figure°5 is the equivalent LIPA architecture for HNB femto cells.
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Figure°5: The equivalent LIPA solution for HNB using local PDN connection

The following is the summary of differences compared to the architecture for HeNB femto cells described in Figure°1:

· HeNB and MME replaced by HNB and SGSN, respectively;

· Presence of HNB GW; it is connected to the HNB, SGSN and SGW via Iuh, Iu-ps and S12, respectively;

· S11 replaced by S4.

With respect to the proposals described previously in details for the HeNB case, the necessary changes to accommodate the HNB case are primarily related to the candidate protocol messages for carrying the Optimised Routing information, the L-GW address, the S5 protocol type and the request for LI activation or deactivation. For instance:

· The “Optimal Routing” information (S5 PGW TEID or S5 PGW GRE) may be carried in the RAB ASSIGNMENT REQUEST message (defined in RANAP);

· On Iu, the L-GW address and the S5 Protocol Type parameters may be carried in the INITIAL UE MESSAGE message (defined in RANAP);

· On Iuh, the L-GW address and the S5 Protocol Type parameters may be carried in the HNB REGISTER REQUEST message (defined in HNBAP) or in the UE REGISTER REQUEST message (defined in HNBAP);

· UE SPECIFIC INFORMATION INDICATION message (defined in RANAP) can be used to turn the Lawful Intercept feature on or off, etc.
4.
Conclusion and proposal

Based on the discussion in clause 2 and 3 of this paper, it is proposed to agree the text in the Annex of this paper.
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Annex
- Text proposal for TR 23.829
5.2.3
Architecture variants

5.2.3.x
Architecture variant X for LIPA
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Figure°5.2.3.x-1: LIPA solution for HeNB using local PDN connection

The salient features of the architecture in Figure°5.2.3.x-1 are the following:

· a Local PDN Gateway (L-GW) function is collocated with the HeNB;

· the MME and SGW are located in the EPC;

· a Security Gateway (SeGW) node is located at the edge of the operator’s core network; its role (according to TS°33.320 [xx]) is to maintain a secure association with the HeNB across the IP backhaul network that is considered insecure;

· a Home router/NAT device is located at the boundary of the home-based IP network and the IP backhaul network, as typically found in DSL or cable access deployments today;

· for completeness also depicted is an external PDN Gateway (PGW) located in the operator’s core network. It is used for access to the operator services;

· Downlink packets triggering Paging of Idle mode UEs are forwarded on the non-optimised path (S5) and buffered in the SGW. The Paging procedure is the same as in 23.401; when UE enters Connected mode, the packets buffered in SGW are forwarded on S1-U;
NOTE 1: alternatively, paging is triggered by a “dummy” packet sent across S5 and the downlink packets are buffered in the L-GW. It is FFS which of the two alternatives should be preferred.
· with S5-GTP the S5 PGW TEID parameter is used as “optimal routing” information i.e. it is signalled across S1-MME to the HeNB. Candidate messages include INITIAL CONTEXT SETUP REQUEST or E-RAB SETUP REQUEST, etc.;

· with S5-PMIP the S5 PGW GRE parameter is used as “optimal routing” information;

· S5 is tunnelled in the same IPsec tunnel as S1-MME and S1-U;

· IKEv2 mechanisms are used to request one IP address each for the HeNB and the L-GW function. The assigned L-GW address is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc.;
· the supported protocol on S5 is signalled to the MME via S1-MME: candidate messages include S1 SETUP REQUEST or INITIAL UE MESSAGE, etc;

· 

Depicted in Figure°5.2.3.x-2 is the equivalent LIPA architecture for HNB femto cells with S4-SGSN.
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Figure°5.2.3.x-2: The equivalent LIPA solution for HNB using local PDN connection

The following is the summary of differences compared to the architecture for HeNB femto cells described in Figure°5.2.3.x-1:

· HeNB and MME replaced by HNB and SGSN, respectively;

· Presence of HNB GW; it is connected to the HNB, SGSN and SGW via Iuh, Iu-ps and S12, respectively;

· S11 replaced by S4.

The candidate protocol messages for this architecture are the following:
· The “Optimal Routing” information (S5 PGW TEID or S5 PGW GRE) may be carried in the RAB ASSIGNMENT REQUEST message (defined in RANAP);

· On Iu, the L-GW address and the S5 Protocol Type parameters may be carried in the INITIAL UE MESSAGE message (defined in RANAP);

· On Iuh, the L-GW address and the S5 Protocol Type parameters may be carried in the HNB REGISTER REQUEST message (defined in HNBAP) or in the UE REGISTER REQUEST message (defined in HNBAP);

NOTE 2: due to the presence of the non-optimised path (L-GW – SGW – HeNB or L-GW – SGW – HNBGW - HNB) in parallel to the direct path, the architecture in Figure°5.2.3.x-1 and Figure°5.2.3.x-2 can support mobility to another H(e)NB from the same home/corporate network or to a macro cell. The MME/SGSN may need to prevent mobility. It is FFS whether support for these features is a service requirement. When handing over to another H(e)NB in the corporate case, it is FFS how to keep the LIPA traffic within the corporate network.
NOTE 3: it is FFS whether and how to assist the backhaul operator to provide lawful intercept.
· 
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