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Abstract of the contribution:

This contribution describes an architectural extension of 3GPP standardized architecture (EPS/GPRS) by combination of a Local GW function co-located with HeNB/eNB and a tunneling mechanism to/from PDN GW/GGSN. The proposed architecture enables local IP access (LIPA) and Selected IP Traffic Offload (SIPTO) from Home or macro (e)NB and has minimal impact on existing standards.

Introduction

A strong desire exists in 3GPP to flatten further the NW architecture, due the expectation that the amount of plain, “dumb” Internet traffic and traffic to local servers (e.g. in the home or enterprise NW) will grow considerably in the future. This type of traffic should not require costly, value-adding resources of the 3GPP operator, and consequently should be offloaded from his NW as soon as possible. Possible locations for LIPA/SIPTO breakout are at the home(e)NB (for home cells) and at  the (e)NB (for macro cells).

Ideally the LIPA/SIPTO solution(s) should reuse as much as possible the current (3GPP Rel. 8) architectures (both EPS and GPRS) and extend it smoothly. Also, they should support service continuity in active mode (when the user moves out of the current cell), and offer flexible control by the operator. At the same time the hitherto unsolved Remote Managed access can be considered.

Current proposals focus on placement of a PDN GW/GGSN for the traffic type subject to local breakout; it is then e.g. collocated with eNB or RNC or within the Home eNB sub-system. Although termed “Local PDN GW/Local GGSN” and details are still FFS, it seems that such nodes would encompass most of the functions of its standard counterparts. 

This proposal opens a different route, focusing on the re-use of the PDN GW in its current form and adding only the minimum of functionality to the node acting as breakout point.

The target connectivity and mobility addressed by our proposal is shown in figure 1 for the home eNB case; continuous service should be supported by the target architecture, even if mobility (of type A, B or C) happens (but the resulting connectivity scenarios are not shown here).
Note on terminology: the term LIPA (Local IP access) is used here for both an access to a home IP network, and for local access to Internet or selected IP traffic offload (i.e. not via the 3GPP core NW). 
  
Figure 1: Target connectivity scenarios (2 home cells, but only one as anchor)
Proposal of solution

General

The proposed solution is depicted in figure 2 for the case of home eNB:
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Figure 2: Proposed architecture for LIPA with HeNB
The proposed solution can be equally applied to the GPRS core NW; in this case GGSN maps onto PDN GW, and SGSN maps onto Serving GW (user plane part) and MME (control plane part). 

L-GW is a new functional entity with the following functionality:

· gateway and routing to/from external PDN (e.g. internet, enterprise or home NW), equivalent to SGi;

· tunneling of IP packets through the LIPA extension tunnel to/from PDN GW (e.g. based on GTP, PMIP, IP in IP or other);

· IP address handling (either IP address allocation and conveyance to PDN GW, or alternatively reception of IP address from PDN GW and NATing);

· minimal state maintenance for mapping of traffic onto tunnels (from external PDN onto extension tunnel);

· coordination with eNB on usage of local breakout (trigger eNB for local traffic handling);

· decision function on usage of local breakout for uplink traffic (optionally it can be part of the eNB);

· decision function on routing for downlink traffic (directly to eNB versus via extension tunnel); 

· traffic monitoring and reporting function (optional, towards the PDN-GW): required only as a means to limit the principally assumed flat rate charging.
PDN GW functionality is enhanced by:

· establishment of extension tunnel (upon PDN connection establishment for APNs matching the criteria for local traffic), 
· traffic forwarding through LIPA extension tunnel and to/from S5/S8 tunnel, 
· handling of traffic monitoring and reporting data (optional), and

· IP address handling (either obtain of IP address from L-GW, or alternatively conveyance to L-GW).
Enhancements of eNB are the following:
· provision of UE’s access/connection status for the cell(s) served by the eNB to the L-GW, and

· (optionally) the decision function on usage of local breakout for uplink traffic (based on APN).    

The established 3GPP architecture and signaling procedures are re-used to the maximum extent possible. Specifically, the paging and mobility signaling procedures are used unchanged.
The enhanced architecture enables mobility management between 3GPP and non-3GPP accesses: since the PDN GW is always in the path when the UE leaves the eNB, the mobility support function of handover towards non-3GPP accesses can be handled by the PDN GW as usual. Such functionality does not need to be provided as part of the L-GW (or within the eNB).

Regarding charging / policy-control, it is handled by the PDN-GW in EPS as usual for non-LIPA traffic and for LIPA traffic, if the UE moves away from the eNB with the anchoring L-GW. The eNB is then only required to report bulk charging/metering information. This is in line with the needs for differentiated charging/policing.   

The dynamic LIPA control in the PDN-GW is possible (it is switched on only after the extension tunnel is set up).

The architecture solves the configuration problem associated with the masses of (home)(e)NBs, in a similar manner as S1-flex.

Traffic scenarios

The following graphs show traffic scenarios based on this solution. Figure 3 illustrates the situation with terminating traffic arriving for a UE that moved while idle mode to any other 3GPP or non-3GPP access. (Note: In non-3GPP access the definition of idle mode generally does not exist, and thus no paging is required). 
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Figure 3: Idle mode, UE responds to paging in anchor HeNB, other HeNB cell or elsewhere in 3GPP access
Steps: 

1. Terminating local IP or internet traffic arrives, is tunneled to PDN GW

2. Paging procedure via S5/S8/S11 

3. Paging via S1 (no assumptions on special TA assignment of HeNBs are necessary here)

4. UE responds to paging: 

a. in anchor HeNB cell: HeNB informs L-GW to avoid the LIPA tunnel
b. in other HeNB cell: anchor HeNB informs L-GW to use the LIPA tunnel towards P-GW
c. in other cells of 3GPP access: anchor HeNB informs L-GW to use the LIPA tunnel towards P-GW
Figure 4 depicts the active mode scenario, when UE is located in the cell of the anchor HeNB. 
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Figure 4: active mode with LIPA traffic (only), UE in anchor HeNB cell

Figure  5 represents the active mode scenario, when UE is NOT located in the cell of the original (anchor) HeNB, i.e. it is either in another HeNB cell [a], or in normal 3GPP access [b], or in non-3GPP access [c]. 
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Figure 5: active mode with LIPA traffic (only), UE not in anchor HeNB cell
Traffic separation

The standard assumption is that LIPA traffic is enabled by a separate APN, e.g. by a well-known prefix to APN FQDNs. This is the simpler case for subsequent IP address handling and packet routing. 

However, this solution does not exclude the use of one and the same APN for both LIPA and non-LIPA traffic. In this case policy based routing in the L-GW is necessary, besides NATing and a difference in IP address allocation (as described below). This concept is actually the core of solution 2, and as such orthogonal to the solution here. A more detailed analysis and solution proposal is found in a companion contribution to this meeting (S2-095291).
IP packet handling
Note: the terms “local” and “non-local” are used to describe the cases that the UE is still or no longer respectively, connected at the eNB which is co-located with the selected L-GW.

a) For the case of two separate APNs (one for LIPA and one for non-LIPA traffic)

The UE gets assigned two IP addresses (one for each APN/PDN connection); IP address for the LIPA APN is assigned by L-GW, IP address for non-LIPA APN is assigned by PDN GW.

	
	LIPA APN
	Non-LIPA APN

	UE is local 
	packet routing at eNB/L-GW based on known mapping between radio bearers and S1 bearers linked to PDN connection (which are shortcut to L-GW) 
	packet routing at eNB/L-GW: based on known mapping between radio bearers and S1 bearers linked to PDN connection; here the usual handling occurs (routing to S-GW via S1 bearers) 

	UE is non-local
	Packet routing via P-GW in core NW over LIPA extension tunnel; L-GW knows about the fact that the UE is not connected to this eNB.
	As usual, no impact.


b) For the case of one APN for LIPA and non-LIPA traffic:

The UE gets assigned only one IP address by P-GW, which is used for all traffic. L-GW has one or more IP address(es) assigned for NATting purpose. 

	
	LIPA traffic
	Non-LIPA Traffic

	UE is local 
	packet routing in uplink at eNB based on routing policies (as a minimum destination IP address, but it could also be source Ip address or identity linked to the UE) traffic matching the LIPA routing policies is routed to L-GW, traffic not matching is routed to the S-GW (as usual); in downlink to eNB (L-GW knows about UE’s connection status with the eNB).

	UE is non-local
	Packet routing via P-GW in core NW over LIPA extension tunnel; L-GW knows about the fact that the UE is not connected to this eNB.
	As usual, no impact.


Comparison with existing proposals

Table 1 provides a few statements comparing the herewith proposed solution against proposal 1 documented in TR 23.8xy, with additional consideration of the information contained in S2-094053 (which was not agreed, but collects an intermediate status of SA2’s discussion). The comparison is extrapolated further towards the architecture resulting from proposal 1 mapped onto the EPS architecture, in the sense of S2-091989.
	Aspect
	Proposal 1 (GPRS architecture)
	Proposal 1 mapped onto EPS architecture
	This proposal

	Node functionality
	SGSN behaviour is enhanced for L-GGSN selection.
L-GGSN is a full GGSN minus PCC interface.
	MME is enhanced for L-PDN GW selection;

L-PDN GW is a full PDN GW minus PCC interface.
	PDN GW needs functional enhancements (as listed above).
L-GW is new and has has only minimal functions (compared to L-PDN GW). 

	Node connectivity and 3GPP access related mobility signaling 
	In case of home cell (with L-GGSN co-location):

GTP connectivity and mobility signaling towards home premises  required
	In case of home cell (with L-PDN GW co-location):

EPC connectivity and mobility signaling towards home premises (GTP or PMIP based?).
	 In case of home cell: 
connectivity towards home premises only in the form of extension tunnel required.

	Mobility with non-3GPP
	N.A.
	Support of mobility with non-3GPP accesses requires implementation of this functionality in L-PDN GW, incl. accommodation of S2a/b/c. 
	Mobility with non-3GPP accesses is handled as usual by PDN GW in operator’s core NW.

	PCC
	Assumption is that no PCC control is needed for LIPA type of traffic in home cell scenario. If UE moves away from L-GGSN co-located with home cell, PCC control cannot take over. 
	Same as proposal 1
	Same as proposal 1 for UE being in home cell.  Additionally, PCC works fine for LIPA traffic when UE is moves away.


Proposal

We propose to capture the above described solution in TR 23.830 as sketched below.

Start of change

5.x
Solution x – Local Gateway based Architecture  

5.x.1
Applicability

This solution supports the following scenarios:

-
Local IP Access for H(e)NB subsystem
-
Selected IP Traffic Offload for H(e)NB subsystem
-  
Selected IP Traffic Offload for macro network
The solution applies to both types of approaches: with separate APNs for SIPTO and non-SIPTO traffic, and also with common APN(s) for SIPTO and non-SIPTO traffic.

5.x.2
Architectural Principles

Figure 5.x.1 shows the architectural extension proposed by this solution for the case of E-UTRAN and (macro) eNB; analogous extensions apply for the HeNB case and the UTRAN case (both NB and HNB). In the latter case, the GGSN maps onto PDN GW, and SGSN maps onto Serving GW (user plane part) and MME (control plane part).

A Local Gateway (L-GW) is co-located with the eNB. Between L-GW and PDN GW a “L-GW extension tunnel” is configured. The functions of L-GW include:

· gateway and routing to/from external PDN (e.g. internet, enterprise or home NW), equivalent to SGi;

· tunneling of IP packets through the extension tunnel to/from PDN GW (e.g. based on GTP, PMIP, IP in IP or other);

· IP address handling (either IP address allocation and conveyance to PDN GW, or alternatively reception of IP address from PDN GW and NATing);

· minimal state maintenance for mapping of traffic onto tunnels (from external PDN onto extension tunnel);

· coordination with eNB on usage of local breakout (trigger eNB for local traffic handling);

· decision function on usage of local breakout for uplink traffic (optionally it can be part of the eNB);

· decision function on routing for downlink traffic (directly to eNB versus via extension tunnel); 
· traffic monitoring and reporting function (optional): required only as a means to limit the principally assumed flat rate charging.

As visible from this list, L-GW is not a PDN GW shifted to eNB/E-UTRAN, but encompasses only minimal functionality.
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Figure 5.x.1: Proposed extension of non-roaming architecture for 3GPP accesses for SIPTO and LIPA
PDN GW functionality is enhanced by:

· establishment of extension tunnel (upon PDN connection establishment for APNs matching the criteria for local traffic), 
· traffic forwarding through extension tunnel and to/from S5/S8 tunnel, 
· IP address handling (either obtain of IP address from L-GW, or alternatively conveyance to L-GW).
Enhancements of eNB are the following:
· provision of UE’s access state for the cell(s) served by the eNB to the L-GW, and

· (optionally) the decision function on usage of local breakout for uplink traffic (based on APN).    

The established 3GPP architecture and signaling procedures are re-used to the maximum extent possible. Specifically, the paging and mobility signaling procedures are used unchanged.
The enhanced architecture enables mobility management between 3GPP and non-3GPP accesses: since the PDN GW is always in the path when the UE leaves the eNB, the mobility support function of handover towards non-3GPP accesses can be handled by the PDN GW as usual. Such functionality does not need to be provided as part of the L-GW (or within the eNB).

Regarding charging / policy-control, it is handled by the PDN-GW in EPS as usual for non-SIPTO traffic, and for SIPTO/LIPA traffic if the UE moves away from the eNB with the anchoring L-GW. This is inline with the needs for differentiated charging/policing.

Dynamic control for LIPA/SIPTO handling in the PDN-GW is possible (it is switched on only after the extension tunnel is set up).

The architecture solves the configuration problem associated with the masses of (home)(e)NBs in a similar manner as S1-flex.

5.x.2
Open Issues

· If one and the same APN is used for SIPTO traffic and non-SIPTO traffic, the technical limitations of NAT apply
· L-GW Selection mechanism
· Applicability/gain of this solution for SIPTO in macro case
· Details on simultaneous use of LIPA and SIPTO for the same UE
· Paging handling
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