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Abstract of the contribution: This contribution proposes to document a set of IPv6 transition technologies, which provide connectivity for IPv4-only applications over IPv6-only access.

1 Introduction
In this contribution, we present three main solution approaches for IPv6 transition in face of both public and private IPv4 address space exhaustion: Dual-Stack Lite, Address+Port Architecture and Protocol Translation. Different variants of Dual-Stack Lite are also explored. Known issues and benefits are included.

The listed solutions provide connectivity for IPv4-only applications over IPv6-only access. 
2 Overview of Solutions for IPv6 Transition

2.1 Solution 1 – Dual-Stack Lite Architecture 

2.1.1 Solution 1 Description 

Dual-Stack Lite architecture [1] can be understood as IPv4 packets being encapsulated using either IPv6 or some L2 technology. The tunnel endpoint is usually the Carrier Grade NAT (CGN). Since the hosts are not provisioned with an IPv4 address, they have to self-generate their own IPv4 address from the private IPv4 address pool. Thus, these self-generated IPv4 addresses may overlap, and packets from different hosts may arrive to the CGN with the same private IP address. The CGN differentiates hosts with same private IPv4 address based on information provided by encapsulation technology. When packets are destined to the IPv4 Internet, CGN will act as a NAT. Several options exist for deploying DS-Lite. 

The encapsulation method can be chosen at least from the following set: 

· Plain IPv6: IPv4-in-IPv6 is the basic DS-Lite encapsulation scenario. In this scenario the UE encapsulates IPv4 packets into IPv6. The CGN can be a separate entity or integrated to e.g. PDN GW. Only an IPv6 bearer is needed. 

· GRE: When PMIP6 is used, the MAG can encapsulate IPv4 into GRE tunnel. CGN has to be implemented in LMA. No UE impact. A dual-Stack bearer is needed. 

· GTP: When GTP is used, PDN GW must implement CGN. No UE impact. A dual-Stack bearer is needed. 

· DSMIP6: The HA must implement CGN. Only an IPv6-bearer is needed. The UE must implement standard DSMIP6 support. 

There are also other encapsulation methods, such as L2TP, but those are not included in this study. 

The common feature of DS-lite is that all IPv4 communication from UEs will have to go through NAT functionality, even if traffic is destined to the operator’s own services (no hairpinning is possible, as there is no IPv4 address allocation). Consequently DS-lite is best suited for IPv4 Internet access by legacy applications, which are able to initiate communication and connections. In such a deployment scenario, the majority of new applications and operator services would be accessed with IPv6. 

2.1.1.1 Plain IPv6 encapsulation in 3GPP architecture 

When plain IPv6 encapsulation is used, DS-Lite can be deployed independently over existing 3GPP IPv6 access. The UE is required to be able to discover the CGN’s IPv6 address (for example by using stateless DHCPv6), and then to encapsulate IPv4-over-IPv6 to the CGN, which does the decapsulation and network address translation. The CGN can be a stand-alone entity, or integrated into the PDN GW. The CGN differentiates UEs with same IPv4 address based on their globally unique IPv6 address. When using IPv6 encapsulation, it is enough to establish IPv6-only bearers to between the UE and PDN GW.
Known issues: 

· MTU: to avoid fragmentation and dropped packets MTUs must be configured properly. For IPv6 communication, the UE will use the default MTU of the bearer or the MTU advertised in Router Advertisements, while for IPv4 communication, the UE will use an MTU of (IPv6_MTU-20) bytes. 

· Tunnelling overhead: an IPv6 header (128 bits) is added to each IPv4 packet
· IPv4 P2P communication: all IPv4 based communication, including P2P, must traverse through CGN 

· QoS: 3GPP TFTs are limited in such a way that it is not possible to differentiate traffic based on information in the inner headers of a tunnel 
Known benefits: 

· Simple UE side implementation 

· Can be deployed over existing 3GPP networks, with the known issues 

· 
2.1.1.2 GRE encapsulation 

When PMIP6 is used for network based mobility, it is possible for the LMA to use GRE identifiers to differentiate between UEs. The CGN function must reside in the LMA, as it is the only entity capable of differentiating between UEs having the same IPv4 address. The MAG will need to differentiate UEs with same IPv4 address by some other identifier (such as the default bearer id). UEs do not need to be modified, as they are provided with native dual-stack connectivity. When using GRE encapsulation, a dual-stack bearer (or two single stack bearers) needs to be established between UE and MAG
Known issues: 

· 
· Requires support on the MAG and the LMA 

· Cannot be deployed into existing 3GPP networks 

· IPv4 P2P communication, all IPv4 based P2P communication must traverse through CGN 

Known benefits: 

· No UE changes mandated (but UEs may need to support some other encapsulation for other access technologies than 3GPP access) 

· Interworks with the existing QoS schemes.
· No tunneling overhead over the air interface
2.1.1.3 GTP encapsulation 

A special case is the GTP based solution, where the PDN GW implements CGN and differentiates UEs based on the TEID It allows allocation of the same IPv4 address for all hosts. When using GTP encapsulation, a dual-stack bearer (or two single stack bearers) needs to be established between UE and MAG
Known issues: 

· 
· Requires support on the PDN GW 

· Cannot be deployed into existing 3GPP networks 

· IPv4 P2P communication, all IPv4 based P2P communication must traverse through CGN 

Known benefits: 

· No UE changes mandated (but UEs may need to support some other encapsulation for other access technologies) 

· Interworks with existing QoS schemes.
· No header overhead over the air interface
2.1.1.4 DSMIP6 

With DSMIP6, it is possible to provide session continuity during inter-technology handovers and at the same time provide an IPv6 transition solution. DSMIP6 can, by definition, always provide dual-stack connectivity independently of the address family of care-of address(es) obtained within the visited network. In case public IPv4 addresses are scarce, and private IPv4 address space is too small for ordinary IPv4 Network Address Translation to suffice, the DSMIP6 Home Agent could implement the CGN function and thus be able to allocate the same private IPv4 address for multiple UEs. A DSMIP6 HA behaving as a CGN can be seen as instance of Dual-Stack Lite architecture. 
Known issues: 

· Tunnelling overhead from the DSMIP6 header 

· IPv4 P2P communication, all IPv4 based P2P communication must traverse through a CGN 

· 
Known benefits: 

· The UE does not need to implement anything special over standard DSMIP6 support 

· Can be deployed over existing 3GPP networks, with the known issues 
· QoS can be provided as currently. 
· 
2.2 Solution 2 – A+P architecture 

2.2.1 Solution 2 Description 

The Address and Port, A+P, architecture is being discussed in IETF as a complementary solution to the DS-Lite architecture, see [2][3][4]. In an A+P environment, an UE is allocated a port-restricted public IPv4 address with limitation of which ports it is allowed to use. This allows the allocation of the same public IPv4 address to multiple UEs, as they all will use different sets of ports. By doing so, the need for having NAT functionality in the network disappears.
As the IPv4 address is shared among multiple hosts, A+P addresses can only be used in point-to-point links (not in shared medium) and routing must be based on both the IP address and the port number. The entity that routes IP packets based on the port number is called a Port Range router (PRR). 

The link between the UE and the PRR can use any of the encapsulation methods described above, i.e. IPv6, GRE, GTP and DSMIP6. 

As the UE has a limited set of portswhich it is allowed to use, the UE must be modified to use allowed ports only. This can be realized e.g. by modifying the applications to deal with shared addresses, or having an internal NAT within the UE which translates between a self-generated private IPv4 address shown to the internal applications and the port restricted public IPv4 address received from network. 

The hard-partitioning of the port space reduces the efficiency of the A+P architecture. Ports-ranges assigned to a UE are no longer available for other UEs – even if these ports are not used. In consequence, the efficiency of A+P wrt IPv4 address utilization is less than with a centralised NAT functionality.
Known issues: 

· The UE needs to be modified to support A+P scheme 

· 
· The gateway needs to forward not only based on IP address but based on address plus port. The network needs to implement PRR in similar places as CGN in the DS-Lite approach 
· The backend RADIUS system needs to be changed as subscribers can no longer be identified by IP address only, but by IP address and port
· In the IPv6 tunneling approach QoS differentiation between bearers cannot be provided easily 
· The solution works only with applications using transport protocols, which have concept of port numbers (such as UDP and TCP). There will be challenges with protocols which use plain IP.
· The solution sets restrictions to applications within in the UE, as the allocation of fixed port numbers becomes more complicated. 
Known benefits: 

· 
· The UE has access to public IPv4 address, which simplifies the behavior for P2P applications such as VoIP. 
· Allows IPv4 lifetime extension if used with GTP/GRE 

· Legal requirements for tracing which traffic flow was originated from which UE is simpler than in CGN solutions, as the operator does not need to store each flow but only A+P allocation information 

· In GTP/GRE/DSMIP6 based solutions QoS can be provided 

2.3 Solution 3 – Protocol translation 

Translation of IPv6 communication to IPv4 communication, and vice versa, is one way of providing connectivity between IP address families, see [5][6][7][8]. If an UE would be strictly IPv6-only, it would be enough to have stateless or stateful NAT64 function in a network to provide access to IPv4-only destinations. However, as the UE is probably going to be running IPv4-only applications as well, a fully network based solution is not possible. 

A host based translation approach enables the usage of IPv4-only applications on a UE which only has IPv6 access connectivity. Essentially, the UE implements protocol translation from IPv4 to IPv6 (NAT46), and thus all communications sent by the UE is IPv6-only. An IPv6-to-IPv4 translation (NAT64) is needed in the network for those cases where the destination happens to be in IPv4-only domain. However, if the destination has IPv6-connectivity, only NAT46 translation is needed within the UE. 

Known issues: 

· Requires protocol translation implementation within the UE 

· ALGs are required in the UE to allow IPv4-embedding IPv4-only applications to communicate (such as FTP/SIP). 

Known benefits: 

· Direct point-to-point connectivity is possible, as IPv6 packets do not need to traverse via CGN 

· Allows IPv4-only applications to access IPv6-only destinations without any translation taking place within the network. 
· Less MTU problems due to the avoidance of a tunnel header 

· Can be deployed in current 3GPP networks/technologies, as 3GPP network would consider all traffic IPv6-only (IPv4 awareness is only at edges) 

· QoS can be provided as currently 

3 Proposal

We propose to document the IPv6 transition solutions presented in section 2 and the references listed in section 4 to the IPv6 migration TR.
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