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Abstract of the contribution: This paper cleans the text in Clause 4 for text correction and removes two editor’s notes for closed open issues.
Discussion
Sub-clause 4.9.1 of the TR 23.823 for the feasibility study on the ‘Intra Domain Connection of RAN Nodes to Multiple CN Nodes’ have provided detail description of the BSC/RNC connecting to several intermediate nodes for the control plane, the editor’s note following Figure 4.2.1.2.2 is removed.
And the BSC/RNC connecting to several intermediate nodes for redundancy capabilities, the 2nd editor’s note is removed as well for relax the need for the study of the BSC/RNC connecting to one single intermediate node for the control plane.

Recommendation

It is proposed to update the following text into the latest version of TR 23.823 for the study of the ‘Intra Domain Connection of RAN Nodes to Multiple CN Nodes’.
*** begin of the changes ***
4
General Description

Editor's Note:
This section lists the deploying issues of using NNSF in BSC/RNC nodes, and generally describes how to resolve these issues through deploying NNSF above the BSC/RNC nodes.

4.1
Architecture Assumptions

Editor's Note:
This section describes the baseline architecture.

4.2
Overview

Editor's Note:
Overview of deploying NNSF above the BSC/RNC nodes.

4.2.1
Issues with deploying NNSF in BSC nodes for MSC pool
In certain networks and with certain implementations, some deployment issues have been identified relative to the deployment of the MSC/SGSN Pool feature as specified in TS 23.236[2]. Such issues associated with deploying NNSF in BSC/RNC for MSC pool are described in the following sub-clauses. 
4.2.1.1
In certain networks some existing BSC/RNC nodes do not support the feature

In certain networks, most of the existing BSC/RNC nodes do not support the feature, and it is not easy to update them to support the feature and to be maintained in the future. New BSC/RNC nodes can be required to support the function, but some of the existing BSC/RNC can not be upgraded. Therefore the advantage of deploying MSC Pool can not be fully exploited within certain networks.


[image: image1]
Figure 4.2.1.1.1: Part of BSC/RNC nodes support connecting to multiple MSS

In the real-world example provided in Figure 4.2.1.1.1, nine BSC/RNC nodes do not support MSC Pool feature while two other ones support it. Only for mobile stations moving with the coverage of the 2 BSC/RNC nodes, which support NNSF and where the NNSF function is enabled, the interaction between MSC servers and HLR and inter-MSC handover are reduced, while moving to the coverage of any other BSC/RNC nodes, the interaction and the handover will still be required as if no MSC Pool feature is deployed. And when MS is in the coverage of one of the other 9 BSC/RNC nodes that do not support NNSF, only one MSC server that the BSC/RNC node connects to can serve for the subscriber, thus the resources of the MSC servers in this pool area cannot be shared. Very little advantages could be seen from the feature in such a network configuration.
4.2.1.2
Mesh TDM circuit connection between BSCs with MSCs is required

While deployment of AoIP (A interface bearer over IP) removes the mesh TDM connection of BSC nodes with MSC nodes, only TDM connections are supported by the existing BSC, and not all the existing BSC nodes can be updated to IP mode. The mesh TDM circuit connection between BSC nodes with MSC nodes is still a deployment issue in the absence of AoIP, and is described in this clause.

If the MSC Pool feature is deployed per TS 23.236[2], the feature enabled BSC will be required to have signaling and bearer connection with all the MSCs in the pool area. Figure 4.2.1.2.1 shows the mesh connection between 3 BSC/RNC nodes and 3 MSCs.
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Figure 4.2.1.2.1: BSC/RNC connects to each MSS in the pool area

That is, the mesh TDM circuit connections between BSC with MSC Servers will be required because each BSC is needed to be able to connect to each MSC server in the pool area, and it will be extremely hard to implement as the POOL scale increases. When adding a new MSC into the pool area, the TDM circuit connection between all the BSCs with the new MSC must be installed (either by re-planing the TDM circuits between the BSCs with the MSCs or installing new circuits between the BSCs with the new MSC).

A physical mesh connection can be avoided by introducing virtual MGWs between BSCs and MSC servers, but the TDM circuit configuration between each pair of BSC and MSC is still required as shown in Figure 4.2.1.2.2. The TDM circuits between each pair of BSC and MSC can not be used by any other pair, e.g. circuits used for the pair BSC 1 and MSC 1 can not be re-used for the pair BSC 1 and MSC 2. Thus, the usage of the TDM circuits (specifically, the circuits in each BSC – virtual MGW pair) is limited by configuration. Any changes in the core network (e.g. adding a new MSC into the pool area) will require the TDM circuits between the BSCs with the virtual MGWs to be re-installed (either by re-planing the TDM circuit configuration between the BSCs with the virtual MGWs or by installing new TDM circuits, i.e., adding new TDM circuits between BSCs with the virtual MGW for the new MSC).


[image: image3]
Figure 4.2.1.2.2: MGW between BSCs and MSC servers used as intermediary node

But if each BSC/RNC only connects with one or two intermediary nodes, thus keeping the number of intermediary nodes small, it will mitigate the above mentioned need as shown in figure 4.2.1.2.3 that illustrates just a single intermediary node.
See sub-clause 4.9.1 for BSC/RNC is connected to several intermediate nodes for the control plane.
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Figure 4.2.1.2.3: BSC and MSS connect to a single intermediary node

Furthermore, if the TDM circuits are reused between each pair of BSC and MSC, the likelihood of circuit exhaust will be much less, for example by means of managing the TDM circuits between the intermediary node and BSC nodes as normal resources and managed by the intermediary node itself.

4.2.1.3
Complex O&M

When NNSF is deployed within the BSC/RNC, any O&M operation related to NNSF functionality (e.g adding a new MSC into the pool area) will require the O&M centre to interact with each MSC Pool enabled BSC/RNC node individually. As the number of BSC/RNC nodes in a network increases, the complexity of O&M increases in proportion.


[image: image5]
Figure 4.2.1.3.1: O&M centre send O&M command to all MSC Pool enabled BSCs/RNCs and MSSs

But if the NNSF is implemented in a small number of nodes, it will simplify the complexity of O&M.
4.2.2
Implementing NNSF outside of the BSC/RNC nodes
Deploying NNSF not in the BSC/RNC nodes but instead in standalone Intermediary nodes or co-locating with some other nodes as illustrated in figure 4.2.2.1, it will be much easier to resolve the problems captured in sub-clause 4.2.1.
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Figure 4.2.2.1: Deploying NNSF outside of the BSC/RNC nodes

The NAS Node Selection Function is as specified in 3GPP TS 23.236 [2] to assign specific network resources (i.e. MSC or SGSN) to serve a mobile station and subsequently route the traffic to the assigned network resource. The NRI identifies the specific CN node. If the NAS Node Selection Function has a CN node address configured for the NRI derived from the initial NAS signalling message or from the LLC frame then this message or frame is routed to this address. If no CN node address is configured for the derived NRI or if no NRI can be derived (e.g. the MS indicated an identity which contains no NRI) then the NAS Node Selection Function selects an available CN node (e.g. according to load balancing) and routes the message or LLC frame to the selected CN node.

*** End of the changes ***
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