SA WG2 Temporary Document

Page 2

3GPP TSG SA WG2 Meeting #75
TD S2-095802 was

TD S2-095371
31 August – 4 September, 2009, Kyoto, Japan

Source:
Alcatel-Lucent
Title:
Common architectural principles for LIPA
Document for:
Discussion and Approval
Agenda Item:
9.1
Work Item / Release:
LIPA/Rel-10
Abstract of the contribution: this contribution discusses and proposes some additional common architectural principles for LIPA/SIPTO
Introduction

The topic of LIPA and SIPTO  (Selected IP traffic Offload) for H(e)NB has been agreed to be extended to cover macro-cellular aspects in rel-10.This paper analyzes some fundamental principles that should be common to both cases 

Discussion 

Providing Local IP access/SIPTO to subscribers implies routing packets away from the backhaul path onto an IP network that can either be the home network or a service provider network.

This implies those user packets are not sent to the core network and are instead locally routed, thus bypassing the core network. This means that the EPS/UMTS bearers are not terminated in a PGW/GGSN in the core network, as normal, but they are somehow truncated to a “breakout point” taking over the SGi/Gi functions (or a subset of them). This implies the existence of a “local PGW function” as shown in figure 1 below.  The packets may be send form this local PGW function out towards a peering interface to the network (E.g. a peering point to the Internet) or directly to another user who shares the same Local PGW function.
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Figure 1- local PGW function in LIPA for Macro

The Local PGW function is used to assign the IP address to the UE for LIPA/SIPTO purposes, and this allows for local packet routing. It should be noted that this function is needed whether NAT based solutions or non NAT based solutions are used. With NAT based solutions this function is “transparent” to the UE, in that the UE does not get the IP address used for local routing and this is just “virtualized” at the Local PGW.

Figure 1 separates out, for the EPS macro case (but similar picture could be drawn, by changing the necessary names of functions involved, for the HeNB case, and for the UMTS case
), the Local PGW function and the eNB function. This is not to imply these should be separate physical entities, but it is for clarity purposes.

So, we can conclude that in order to enable the delivery of LIPA or SIPTO, the EPS and UMTS bearers needs to be terminated in the Local PGW function. This should e captured as an architectural principle.

Architectural principle 1:

To enable LIPA or SIPTO, whether for Macro or for H(e)NB, the termination of the EPS and UMTS bearers for LIPA or SIPTO  traffic is in a local PGW or local GGSN function…
In order to reuse the idle mode handling capabilities of the EPS and UMTS core, it would be desirable to place the SGW or the SGSN in the data path when the user is idle, so that it is possible to minimize the impact on idle state procedures due to LIPA/SIPTO. This also allows avoiding using different SGW or SGSN for LIPA/SIPTO and non LIPA/SIPTO traffic (see below for a discussion for the active state case). This means that while the EPS/UMTS bearer for LIPA/SIPTO is still terminated in the local PGW, the SGW and the SGSN are still in the data path in idle state. This has not a significant negative impact on backhaul resources as idle state users do not send or receive traffic, so the suboptimal routing implied by this set up is acceptable. However, when there is traffic being sent and received, it is desirable not to have the SGW and the SGSN in the path, so we need some form of SGW and SGSN bypass in order to efficiently implement LIPA/SIPTO. An Example of these mechanisms already exists for the case of UMTS with GPRS core where the SGSN is by-passed, in the form of Direct Tunnel, so we need some equivalent functionality also for the EPS (extending the Direct Tunnel concept in UMTS to the EPS), where the SGW would be by-passed, when LIPA/SIPTO is offered. 
This can be summarized by the following architectural principles:

Architectural principle 2: 
For idle state UE’s, the EPS and UMTS bearers user plane data path goes through the SGW/ SGSN.  
Architectural principle 3:
For active state UE’s, mechanisms to optimize the routing of the EPS/UMTS bearers used for LIPA or SIPTO shall be adopted, e.g. allowing the bypass of the SGW and the SGSN for the user plane. 
In addition, with regards to paging in idle mode with above architectural principle 2, it is not possible to initiate paging directly from the RAN:

· Per TS 24.301, EPS paging using IMSI is an abnormal procedure used for error recovery in the network. Moreover, the H(e)NB is not aware of S-TMSI as both NAS ciphering and S1AP do not allow that, and therefore cannot page the UE. The paging function is therefore located in the Core. 

· Regarding 3G, Paging with IMSI causes the MS to re-attach as described in sub-clause 4.7.9.1 of TS 24.008, therefore it cannot be used. And P-TMSI is not available in RAN. 

· In addition, having this function in the RAN would create 2 places where buffering and paging are done for a single UE, which is not in line with basig EPS and UMTS architectural principles that there is on MME+SGW and one SGSN per UE.

Architectural principle 4: The paging function for LIPA or SIPTO traffic is located in the Core SGSN/MME.

Conclusion

Alcatel-lucent would like to recommend that architectural principles 1,2,3,4 outlined above are agreed by SA2 and they are added to the TR section “5.1 Architectural principles”. We also propose to restructure section 5.1 to also encompass common functions across all solutions.
*************Start of changes to 23.8xy V0.1.0 (2009-07) “TR on Local IP Access and Internet offload;”******
5
Architecture solutions

5.1
Common Architectural principles and functions
5.1.y
Common Architectural Functions

5.1.x
Common Architectural principles
The following architectural principles apply to all Local IP Access (LIPA) solutions for the Home (e)NodeB Subsystem and for all SIPTO solutions for Macro and Home (e)NodeB Subsystem:

-
For non-LIPA/SIPTO traffic, the SGW/SGSN User Plane functions are located within the Mobile Operator's Core Network;
-
To enable LIPA or SIPTO, whether for Macro or for H(e)NB, the EPS and UMTS bearers for LIPA or SIPTO traffic terminates in a Local PGW(L-PGW) or Local GGSN(L-GGSN) function. 
Editor’s note: whether the functions of a L-PGW and L-GGSN differ from the functions of a PGW or GGSN is FFS.
-
Mobility management signalling between the UE and the network is handled in the Mobile Operator's Core Network;

-
Session management signalling (bearer setup, etc.) for LIPA/SIPTO and non-LIPA/SIPTO traffic terminates in the Mobile Operator's Core Network.
-
For idle state UE’s, all the EPS and UMTS bearer user plane data path goes through the SGW/ SGSN. The paging function for LIPA or SIPTO traffic is located in the Core SGSN/MME.
-
For active state UE’s, mechanisms to optimize the routing of the EPS/UMTS bearers user plane data path used for LIPA or SIPTO traffic shall be adopted, e.g. allowing the bypass of the SGW or the SGSN.
*************end of changes to 23.8xy V0.1.0 (2009-07) “TR on Local IP Access and Internet offload;”******
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� Note that for UMTS case we need to consider the case of “flat architecture to draw a similar picture, or consider the LIPA/SIPTO at RNC. LIPA/SIPTO at RNC many not be attaining the desired effects/benefits though.
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