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1. Introduction

This paper evaluates IP connectivity related issues in the Local IP Access services to the home based network and to the Internet and proposes to add results to the LIPA TR.
1.1 Local IP connectivity to the Home based network/Intranet and to the Internet
The LIPA use case should provide direct IP connectivity from UEs attached to the H(e)NB to the Home based network/Intranet in order to communicate with the end-user owned devices like PCs, file server, multimedia centre, printer, home automation etc. 

When the UE has obtained connectivity to the home based network/Intranet the access to Internet becomes typically enabled through the broadband connection like for any other IP host connected to the home based network/Intranet. Normally there is in use an xDSL Router/NAT function that allows Internet access even the UE would have assigned a private IP address for LIPA services. 
In case the access to the Internet will be prevented using LIPA services e.g. due to regulatory reasons this could be handled based on the Operator configurable filtering rules in the H(e)NB.
Thus the differentiation of the scenarios whether connection to the local IP network or connection to Internet is provided is not needed from an architecture point of view. 
Conclusion 1: The H(e)NBs supporting LIPA shall provide Intranet type access to the local network and access to the Internet is automatically enabled through the broadband connection depending on the local network configuration.
1.2 IP Addressing for LIPA
In order for the UE to communicate with other IP hosts within the local network the UE IP point of attachment needs to be within the Local Area Network (e.g. Home based network/Intranet) where a H(e)NB is connected. This implies that a Local IP Gateway function providing a SGi-like reference point must be located at the Local LAN/IP Subnet. This SGi-like reference point is used only for locally routed/forwarded IP traffic and therefore is referred to as L-SGi in the rest of the document. 

Providing an L-SGi reference point at the Local Area Network can be achieved in 2 ways like issued in S2-092949; "Converged architecture principles" and S2-092996; “Single IP local breakout for H(e)NB”:

1. Assigning the UE an IP address for the locally routed/forwarded traffic from the Local LAN/IP Subnet, i.e., providing a new IP address to the UE for local IP access service
2. Equipping the Home Node with packet filtering and NAT like functions which extract and insert the locally destined/sourced traffic and the EPC routed traffic at the Home Node, i.e., using the IP address assigned to the UE by an EPC PDN GW and separating the traffic to be locally routed in the Home Node.

Option 1 requires using the Multiple PDN Connectivity feature in order to allow a UE to maintain simultaneous service availability both for EPC Routed and Locally Routed traffic. Using a separate APN is essential for the cases where the user is required to be clearly aware of the LIPA service and a proper access control must be in place e.g. to access private content in Home networks/Office networks based on the CSG membership
Option 2 would require splitting the P-GW function into two nodes. One portion of the P-GW would be at the EPC and another at the H(e)NB. This approach may enable using single IP address/APN transparently to the user for Internet Traffic Offload in the context of the ordinary Services consumed via the core network but on the other hand there are issues that make this option questionable in the context of LIPA to Home networks/Intranets. These are the following:
· Transparency, no indication about LIPA service activation to the User and the Core Network 
· Proper access control per user is missing to access private content in Home LAN/Intranet

· Configuration of packet filter function
· Routing policy for roaming CSG members

· Routing Policy in Hybrid mode CSG
· Paging IDLE Mode UEs

· Overlapping private IPv4 addresses in Home LAN and Core Network

· Applicability with IPv6 as no NAT specified in the IETF
· Direct UE to UE communications (e.g. for gaming) with optimal routing locally in H(e)NB not possible just with Packet Filtering rules

· Starting LIPA service in inbound mobility (how to detect old ongoing sessions in H(e)NB)
· Unexpected Service breaks in outbound mobility (session with NAT is not movable)
· “Leaky tunnel” shall by-pass LI activated for a user in the Core Network
Option 2 would be a security risk as it can be considered as “hijacking” of user traffic that is normally assumed to pass the trusted EPC nodes and could be prone to Legal Intercept and that may be initiated without any indication to the UE and a proper control from the EPS.
Conclusion 2: The UE shall use IP address assigned from the Local Area Network/IP Subnet address space for the locally routed/forwarded traffic in the Local IP Access service. 

1.3. Assigning the UE an IP address for Locally Routed/Forwarded Traffic

In order to assign the UE an IP address for locally routed traffic, the H(e)NB/”L-PGW” needs to support the following functions:

· Local UE IP address allocation:
· DHCP(v4 or v6 as appropriate) (client, relay or server) functions; and

· Neighbour discovery functions in case  IPV6 is used, etc. as defined in RFC 4861.

In the EPS the above analogous functions specified first of all in the IETF are located at the PDN GW that provides the IP point of attachment (IP PoA, or also known as the “default GW” in terms of ICT world) in the EPC for a UE as defined in 23.401. 

In the local IP access service the UE must have its local IP Point of Attachment (IP PoA) located in the "default gateway" that is usually the ISP-provided device that connects the user to the Internet, such as a DSL or cable modem (see http://en.wikipedia.org/wiki/Default_gateway).
In some cases the "default GW" (i.e. the nearest router) may reside higher in the ISP network topology e.g. at the BRAS site. This implies that the SGi interface taken out of the HeNB co-located “L-PGW” should work over a link layer connection to a separate "default GW" where the external networks (Internet) are accessible, so also such case should be supported with a proper IP configuration and routing/forwarding in the HeNB/L-PGW.
Now the HeNB and its co-located “L-PGW” function should together provide an “IP aware” bridging function between the home based network and the LIPA Bearer Service. This is a new HeNB/L-PGW related requirement in LIPA as the ordinary P-GW is modelled to provide a full-blown IP Router function.
The following LIPA User Plane Stacks figure illustrates how the required “IP aware” bridging function in the HeNB/”L-PGW” enables UE communications with any IP device connected to the home based local area network.
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Figure: Example of LIPA User Plane Stacks
In order to adapt the LIPA services from H(e)NBs to the typical home based network configurations, the “default GW” may be provided either from a co-located IP Router function in the H(e)NB, or a separate “next hop Router” node seen from the H(e)NB and the UE point of view. For example the latter could be xDSL Router, cable modem, Corporate GW, or the nearest IP Router in the ISP network depending on the local area network and ISP network configuration. 

Conclusion 3: The IP PoA for LIPA service can be provided either in the H(e)NB, or a separate “default GW” to external networks depending on the local area network and ISP network configuration. 
The local IP addresses assigned in the home based networks/Intranets are typically private addresses. When making the EPC aware of IP address assigned to LIPA PDN connection, it can be seen as a security issue especially in case H(e)NB is connected to a corporate LAN. Now the local network administrators may not want to reveal the local IP addresses to the MNO that in LIPA can be considered as an external party.
Nevertheless the core network may be involved in passing the local IP address in transparent form as the signalling link may be go through certain core nodes (SGSN). 

Now the H(e)NB providing Legal Intercept (LI) functionality and making core network aware of IP address assigned to LIPA PDN connection would become a contradictory requirement for the LIPA use case. Normally in the Internet access either directly or through the Intranet the end-users are anonymous, or use different identifiers than in the Mobile Network.

At the moment there is no means to exchange information between the MNO and the backhaul operator so that the latter could identify LIPA traffic transmitted over the licensed radio or who is the associated user. The proposed making core network aware of IP address assigned to LIPA PDN connection does not help in cases a NAT function is placed between the H(e)NB and the LI node in the backhaul operator’s network. Actually the LI problem context is the same as in the Internet VoIP services.
Conclusion 4: The core network should not be aware of the IP address assigned to the UE for using the local IP access, but the core network shall be able to transfer it transparently.
2. Proposal

Based on the above discussion the following changes are proposed in TR 23.8xy (Local IP Access and Internet offload).
********** Start of Changes ***********

4
Architectural aspects
4.1
Scenarios

Local IP access for the Home (e)NodeB Subsystem to the Internet shall support the following two scenarios:

-
Scenario 1: Home (e)NodeB Subsystem and backhaul are provided by the same operator;
-
Scenario 2: Home (e)NodeB Subsystem and backhaul are provided by different operators.
4.2
Key issues

4.2.1
Legal interception

Editor's note: this needs to be checked with SA3.
-
Whether the Home (e)NodeB Subsystem provides Legal Intercept (LI) functionality for Local IP Access to the Home;
-
Location of Legal Intercept (LI) functionality for Local IP Access to the Internet for the Home (e)NodeB Subsystem;

-
Whether the Mobile Operator is in charge of legal interception or whether and how to assist the Backhaul Operator to perform legal intercept (e.g., by making the Mobile Operator's Core Network aware of the IP address assigned to the LIPA PDN connection).
4.2.2
QoS

-
Whether QoS for LIPA traffic is based on static policies (no Gx to Home (e)NodeB).

4.2.3
Single/multiple PDN support

Multiple PDN support is not available in all UEs. The solutions have to consider the following cases:
-
Single PDN support: Only one PDN connection is used;
-
Multiple PDN support: Multiple PDN connections are used simultaneously.
4.3
Architectural requirements
The solutions for Home (e)NodeB Subsystem Local IP Access shall fulfil the service requirements described in TS 22.220 [3].
The H(e)NBs supporting LIPA shall be able to provide Intranet type access to the home based network. The access to the Internet becomes automatically enabled through the broadband connection depending on the home based network configuration.
The UE shall use an IP address assigned from the Local Area Network/IP Subnet address space for the locally routed/forwarded traffic in the LIPA service.
********** Next Changes ***********

5.2
Solution 1 - Local IP Access solution based on traffic breakout performed within H(e)NB using a local PDN connection
5.2.1
Applicability

This solution supports the following scenarios:

-
HNB and HeNB to home

-
HNB and HeNB to internet

5.2.2
Architectural principles

Common principles applying to both UMTS and EPS:

-
At least two PDN connections are assumed for simultaneous LIPA traffic (to the home and to the internet) and non-LIPA traffic;
-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA and non-LIPA PDN connections;
-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB;
-
For non-LIPA traffic, the P-GW/GGSN is located within the core network;
-
Local IP access PDN can be identified by a well-defined APN;
-
Mobility management signalling between UE and network is handled in the core network;
-
Session management signalling (Bearer setup, etc.) for non-LIPA traffic terminates in the core network;
-
Before LIPA PDN connection is established, the UE is authenticated, authorized and registered by the core network.
-
The IP PoA for LIPA service can be provided either in the H(e)NB, or a in separate “default GW” to the external networks depending on the local area network configuration.
-
The core network should not be aware of the IP address assigned to the UE for using the local IP access, but the core network shall be able to transfer it transparently.
Additional principles applying to UMTS only:

-
(none)

Additional principles applying to EPS only:

-
LIPA session management (LIPA PDN Connectivity establishment, Bearer management, ...) is performed in the core network.
********** End of Changes ***********
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