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1 Introduction
During last SA1 meeting (SA1#47), the differences between Local IP Access (LIPA) and Selected IP Traffic Offload (SIPTO) were clarified. According to the agreed definitions, LIPA indicates the scenario when a UE directly accesses a local IP network via a H(e)NB; while SIPTO indicates offload the traffic towards a defined IP network, e.g. Internet traffic. And SIPTO is applicable for both macro network and H(e)NB subsystem. And SA1 also modified the objectives of LIPA/SIPTO WID to separate the LIPA and SIPTO scenarios. 
This paper analyzes the SIPTO requirements and scenarios and proposes several architectural requirements according to the analysis.
2 Discussion
When the traffic offload for macro network was first discussed in SA, operators expressed their interests in saving transmission costs. And this is included in the justification part of the LIPA/SIPTO WID as follows:

Additionally, due to the fact that 3GPP radio access technologies enable data transfer at higher data rates, the 3GPP operator community shows strong interest to offload Internet traffic not only for the Home (e)NodeB Subsystem but also for the macro layer network, i.e. offload Internet traffic from the cellular infrastructure and save transmission costs.
From the users' point of view, if they are provided with similar or better services, they do not care how the traffic is routed.
And SA1 also agreed on the following requirements for Selected IP Traffic offload for macro network:

-
It shall be possible to perform Selected IP Traffic Offload for pre-Release 10 UEs.

-
It shall be possible to perform Selected IP Traffic Offload without any user interaction.
Thus the aim of introducing SIPTO function is to save the transmission cost for operators and user awareness is not needed.

Proposal 1: It shall be possible to perform Selected IP Traffic Offload without user awareness.
Offload node will provide a Gi/SGi interface between mobile network and PDN, and thus it is the mobility anchor for offload service traffic. If service continuity is needed for inter offload node mobility, the anchor point shall be kept, thus there will be data forwarding between the offload node and the target UTRAN/E-UTRAN node. This means keeping service continuity for inter offload node mobility will need extra transmission resource for data forwarding between UTRAN/E-UTRAN nodes, which may bring more cost and backhaul burden for operator especially after a multi-hop mobility. So keep service continuity for inter offload node mobility while providing offload function is meaningless. Thus, in order to avoid bad user experience, the location of the offload function should not be put too close to the edge of the network architecture. 

The geographical area covered by an eNodeB is similar to a NodeB, but much smaller than the area covered by one RNC. So, inter-RNC mobility is much less possible to happen compared to inter-eNodeB/NodeB mobility. Considering this, RNC is a proper offload point in UTRAN. Further, an offload function serving several RNCs could extend UE service continuity to a larger area. However, there’s no RNC like entity in E-UTRAN, thus it seems a proper position and solution shall be separately evaluated according to its specific network architecture.

Proposal 2: For UTRAN, the traffic offload function shall be on or above the RNC node. For E-UTRAN, the traffic offload function shall be located in a proper position above eNB.
Currently, all the Internet service traffic for mobile UE goes through GGSN in the core network. Besides routing aspect, some of the traffic needs to be processed at the core network. One example is content compressing and transforming for WAP and WEB applications to accommodate mobile phone. This function usually locates in the WAP Gateway, the WEB Gateway or a third part server deployed in core network behind Gi interface. Another example is value added services related to Internet provided by operators, e.g. adding advertisement into the content. Compared with offloading, using e.g. content based processing may bring added value for operators. Thus how to apply traffic offload without reducing the benefit of existing content based processing needs to be considered. There are three possible methods:
1) Differentiate the offload services and non-offload services by APNs.

It's not possible for an application to associate with more than one APN on the UE and automatically select a right one to establish PDN connection. Thus this method depends on user interaction.
2) The offload node provides all the service processing, like the core network has done today. 
Considering there may be large amount of offload nodes, it is difficult and expensive to provide all service processing functions in each offload node.
3) The offload node differentiates service traffic according to operator's policies, e.g. based on the target IP address or the content, and then offloads the selected IP traffic while passing the other traffic in the same PDN connection to the core network.
Proposal 3: It shall be possible to select and offload some traffic while passing the other traffic of the same PDN connection to the core network according to the operator’s policy.
Operators may have already deployed 3G network, or will deploy a network without SIPTO function (e.g. Pre Rel-10 network) at the first stage when the traffic is not heavy. When the user Internet traffic increases quickly, SIPTO function would enable operators to save on transmission cost by bypassing the operator core network. However, careful consideration have to be taken account to avoid the case where many existing network nodes would need upgrading to support SIPTO, as this will be costly and would require test on the network stability etc; all these affecting the feasibility and timescales of SIPTO deployment. .
Proposal 4: The impact on the existing network entities and procedures by introducing traffic offload function shall be minimized.
3 Proposal
Based on above discussion, it is proposed to add the following architecture requirements in TR23.8xy for Selected IP Traffic Offload.
Start of the change

4.3
Architectural requirements
The solutions for Home (e)NodeB Subsystem Local IP Access shall fulfil the service requirements described in TS 22.220 [3].
The solutions for Selected IP Traffic Offload for macro (3G and LTE) shall fulfil the following architectural requirements:

· It shall be possible to perform traffic offload without user interaction. 
· For UTRAN, the traffic offload shall be performed on or above the RNC node.

· The impact on the existing network entities and procedures by introducing traffic offload shall be minimized.
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