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Abstract of the contribution: This paper explains that P-CSCF initial selection and redirected mechanism can co-exist. 
1. Discussion

In TR 23.812, there are two mechanisms for P-CSCF load balancing. One is using LDF in P-CSCF initial selection, the other is P-CSCF redirection. Using LDF in P-CSCF initial selection can be used for load balancing. But this mechanism can’t avoid overload. P-CSCF redirection is used for overload prevention. Overloaded P-CSCF can redirect UE to another light-loaded P-CSCF. 
These two mechanisms are not mutually exclusive. They can co-exist and collaborate. Before the load gets heavy, LDF based initial selection works for load balancing between P-CSCFs. When some P-CSCFs are in the overloaded state, redirection mechanism will be triggered to move load from overloaded P-CSCF to light-loaded P-CSCFs.
The following figure illustrates how these two mechanisms can co-exist and collaborate.
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Before the time T1, the load can be distributed to the two P-CSCFs averagely through LDF based P-CSCF initial selection. After T1, for some reasons (e.g. the users attached to P-CSCF1 become active and do more service.) the load on P-CSCF1 increases quickly. And at time T2, the P-CSCF1 gets overloaded. At this time, the redirection mechanism in P-CSCF1 is activated, and load is redirected to P-CSCF2. After time T1, because the load in P-CSCF1 increases, the LDF mechanism works and leads the UE in initial P-CSCF selection to P-CSCF2. With this collaboration, after time T3, the loads on P-CSCF1 and P-CSCF2 are balanced again. 
2. Conclusion

According to the above analysis, it is proposed to delete the Editor's Note about P-CSCF load balancing and add a note there. 
3. Proposal
Proposed changes to TR 23.812
Start of Change
5.2
Architecture Alternative 2

5.2.1
Load Detection Function (LDF)

Currently, IMS network cannot monitor the state of P/S-CSCF’s workload. In order to perform load balancing between P-CSCFs or S-CSCFs, a new function called Load Detection Function (LDF) is proposed to dynamically monitor and store the load information of all P-CSCFs and S-CSCFs, (e.g., CPU and Memory Usage, currently supported number of users, or service related factors). The information can be used for P/S-CSCF selection.

The functions of LDF include:
· Monitor and store the dynamic load information of network entities( e.g., P-CSCF, S-CSCF) in an operator’s domain;
NOTE: Threshold crossing indication mechanism can be used for LDF to obtain dynamic load information of P/S-CSCFs.

Editor's Note: The feasibility for the LDF to obtain load information via some periodic monitoring mechanism (query or report) is for further study.
· Provide a high-load P-CSCF with the address of a low-load P-CSCF to redirect a UE to that low-load P-CSCF;

· Provide I-CSCF with the dynamic load information of S-CSCFs to select an appropriate S-CSCF;
· Update the dynamic load information of network entities (e.g., P-CSCF, S-CSCF) to DNS.
Editor's Note: Whether it would be better for the LDF to provide load information to the DNS via some periodic reporting mechanism or via some threshold crossing indication mechanism is for further study.
The figure below illustrates the interfaces of LDF. A P-CSCF or S-CSCF periodically reports its dynamic load information to LDF via Lp/Ls interface. A P-CSCF can obtain the address of another P-CSCF in low-load state from LDF via Lp interface. An I-CSCF can obtain the load information of relevant S-CSCFs from LDF via Li interface. LDF can periodically update dynamic load information of the network elements to DNS via Ld interface, and DNS UPDATE mechanism defined in RFC 2136 can be reused to implement this functionality (Refer to Annex A).
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Fig 5.2-1 LDF Interfaces

NOTE: Considerations need to be made for the redundancy and reliability mechanisms for the LDF to ensure the availability of the LDF. .
Editor's Note: The network management related issues should be transferred to SA5 for discussion. The relation between the LDF based load balancing mechanism and the existing network management system is for future study. 

Editor's Note: It is FFS whether or not the LDF should be defined as a separate logical entity or as a function of the CSCFs.
5.2.2
P-CSCF load balancing 

In order to achieve the load balancing between P-CSCFs, Load Detection Function (LDF) is utilized to dynamically monitor and store the load information of all P-CSCFs, e.g., CPU Utilization and Memory Usage. An interface is added between LDF and DNS to update P-CSCF load state periodically. 

The P-CSCF load balancing mechanisms implemented by the LDF are:
· Monitor and store the dynamic load information of P-CSCFs.
· Update the dynamic load information of P-CSCFs periodically to DNS.

The figure below shows the ‘Ld’ interface between LDF and DNS, and LDF updates the dynamic load state of P-CSCF via Ld interface. A P-CSCF periodically updates its load information to LDF via Lp interface.
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Fig 5.2-2: LDF Interfaces with P-CSCF and DNS
End of change
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