SA WG2 Temporary Document

Page 1
SA WG2 Temporary Document

Page 2

3GPP TSG SA WG2 Meeting #75
TD S2-095499
31 August – 4 September, 2009, Kyoto, Japan
Source:
China Mobile, ZTE, Huawei
Title:
Problem description for Reliability in TR 23.812
Document for:
Discussion and Approval
Agenda Item:
8.5.1
Work Item / Release:
IMS_Evol/Rel-9
Abstract of the contribution: This contribution proposes text for the section “reliability” of TR 23.812, “Feasibility Study on IMS Evolution”.
. 1. Proposed changes to TR 23.812

Change #1

4.3
Reliability
4.3.1
Problems description
4.3.1.1
General

This section analyzes current IMS reliability mechanism and identifies potential reliability problems (e.g. how to deal with a large scale outage).

4.3.1.2 Analysis of current entity-level reliability mechanism

Generally, in IMS network, we adopt backups and redundant mechanism (e.g. 1+1, N+1) to reduce the impact of the single entity failure or breakdown. However, this mechanism has two problems: on the one hand, it results in a waste of idle resources in backup entities during normal running time, which leads to inefficient utilization of resources; on the other hand, entities from different regions cannot share resources in the network.

Currently, 3GPP CT4 is doing some research on IMS restoration in TR23.820. It proposes different restoration solutions specifically for heterogeneous network elements (e.g. P-CSCF, I-CSCF, S-CSCF, and HSS) to enhance the network restoration capabilities. Those solutions are based on the reassignment of new functional entities to take over the load of the failed ones.  But the load status of newly selected functional entities is not considered at all, which can incur the Avalanche Effect, i.e., the failed functional entity’s load is transferred to other entities and those newly selected entities may get overloaded or crashed if it cannot accommodate the load from the failed entity at that time. 

Therefore, it’s necessary to find a mechanism to enhance the feasibility of the restoration solutions in CT4.
4.3.1.3 Analysis of current system-level reliability mechanism

Currently, we can share part of loads between different regions by pre-configuration in network entities (a.k.a. geographical redundancy). For example, when some entities go down due to some disasters, the network traffic can be routed to the entities in some region else, which is pre-configured to take over the explosive traffic. However, the static pre-configurations might be complex and it’s not easy to spread the explosive traffic into the whole network. Sometime it’s critically important to utilize the capability of the whole network to assume the explosive traffic, because the unexpected traffic might soar by more than 10 times and grow rapidly enough to overload the preconfigured backup network entities (Avalanche effect).  And furthermore the current load sharing mechanism is not dynamic according to network entities’ real-time load. Hence, the resources of the network can not be effectively utilized.

4.3.2
Summary

Current IMS entity or system reliability depends on the local or geographical redundant systems. Entity-level reliability mechanism is still inefficient and complicated, and there’s still a room for improvement regarding system-level reliability mechanism .Therefore, it’s worthwhile to find a simple but more efficient reliability mechanism.
End of change
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