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Abstract of the contribution: This contribution discusses bearer management for SIPTO and proposes to add the related text into TR 23.8xy in Rel-10
1. Discussion
This contribution discusses on bearer managements scheme for SIPTO. For this, we show 2 available scenarios for SIPTO bearer management and propose updated architecture principles. Followings are shown in detail.

1.1 Two available scenarios
From the agreed SA1 Requirements, core network is responsible for managing SIPTO traffic and there is no impact on UE. Therefore, UE may use packet data service by establishing a new bearer or using already established bearer as it is. 
A) New bearer establishment
Assume that a UE is camping on a RAN which supports SIPTO. Here, RAN means H(e)NB or macro cell. When the UE initiates a new service which requires a new bearer and is related to SIPTO, CN shall establish a new SIPTO bearer based on services, user subscription, operator policy, etc.
B) Use of already established bearer
Assume a UE used a web browser through an established bearer to core network and UE moves to a RAN which supports SIPTO. If the UE is in idle mode, the UE may send data through the already established bearer by sending “Service Request”. Then, CN (MME or SGSN) should check whether the established bearers are related to SIPTO and initiate the establishment of SIPTO bearer.
Conclusion 1) When a UE establishes a new bearer or transfers data on an already established bearer, CN shall detect the SIPTO traffic and initiate SIPTO bearer establishment.
1.2 Issue on bearer management

1.2.1 Offloading level
From the above scenarios, what offloading levels the bearer management is applied? Some operator may offload the traffic in PDN level (all the bearers in a specific APN) or bearer level (specific QoS in an APN). But some operator may prefer a service level (specific ip address). Considering flexible management and variable cases, it would be needed to support SIPTO in various levels (PDN level, bearer level or service level).
Conclusion 2) SIPTO traffic can be managed in PDN level, bearer level or service level (per SDF)
1.2.2 Identification of SIPTO traffic in RAN.
From the above scenario 1.1.b), how the CN initiate RAN to perform SIPTO bearer establishment? When the Service Request message is arrived, CN shall indicate RAN to perform SIPTO bearer establishment by replying the Initial Context Setup Request which includes all the active bearer information. To make RAN identify SIPTO session easily by using the existing procedure, it is proposed to add an indicator to each SIPTO session. For example, if a bearer is established with the indicator assigned to “ON” then the RAN can identify the session is related to SIPTO.
Conclusion 3) To identify the SIPTO session in bearer context, each traffic unit shall be indicated with SIPTO availability indicator.
Note) This issue of 1.2.2 is added to Open architecture issue for FFS. If this approach is acceptable, we can resubmit it as a bearer management solution at the next meeting.
2. Proposal
We described the issues on the SIPTO bearer managements and propose the following changes to be added to TR 23.8xy.
***** First Change *****

5.2
Solution 1 - Local IP Access solution based on traffic breakout performed within H(e)NB using a local PDN connection
5.2.1
Applicability

This solution supports the following scenarios:

-
HNB and HeNB to home

-
HNB and HeNB to internet

5.2.2
Architectural principles

Common principles applying to both UMTS and EPS:

-
At least two PDN connections are assumed for simultaneous LIPA traffic (to the home and to the internet) and non-LIPA traffic;
-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA and non-LIPA PDN connections;
-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB;
-
For non-LIPA traffic, the P-GW/GGSN is located within the core network;
-
Local IP access PDN can be identified by a well-defined APN;
-
Mobility management signalling between UE and network is handled in the core network;
-
Session management signalling (Bearer setup, etc.) for non-LIPA traffic terminates in the core network;
-
Before LIPA PDN connection is established, the UE is authenticated, authorized and registered by the core network.
-
When a UE establishes a new bearer or transfers data on an already established bearer, CN shall detect the SIPTO traffic and initiate SIPTO bearer establishment..
-
SIPTO traffic can be managed in PDN level, bearer level or service level
Additional principles applying to UMTS only:

-
(none)

Additional principles applying to EPS only:

-
LIPA session management (LIPA PDN Connectivity establishment, Bearer management, ...) is performed in the core network.
5.2.3
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

Common open issues applying to both UMTS and EPS:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality

-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA PDN connection)

-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA traffic

-
It is FFS whether QoS for LIPA traffic is based on static policies (no Gx to H(e)NB)
-
It is FFS how to identify SIPTO session in RAN
Open issues applying to UMTS only:

-
Location of LIPA session management is FSS
Open issues applying to EPS (LTE and S4-based UMTS) only:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation)

-
S11 interface to the HeNB to manage bearer setup for LIPA

***** End of First Change *****
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