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This document provides applies the LIPA concept to H(e)NBs and UTRAN and E-UTRAN (macro networks) using a local PDN connection.
1. Introduction

This contribution proposes to address some of the outstanding open issues for the LIPA solution for H(e)NBs using a local PDN connection and discusses how the same solution applies to the macro network.
The following issues are considered open in 6.3.9.2.1.1 of TR 23.830 v 0.5.0

-
Location of LIPA session management (UMTS only)

-
Whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA traffic

-
Whether QoS for LIPA traffic is based on static policies (no Gx to H(e)NB)

-
S11 interface to the HeNB to manage bearer setup for LIPA (LTE only)
-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation) (LTE only)
NOTE: 
What LI support is needed is left as FFS in this contribution
2. Location of LIPA session management (UMTS only)

In previous discussions the following was agreed with regard to NAS signaling

-
MM functions for both UMTS and LTE remain in the core network

-
SM functions for the non-LIPA traffic remain in the core network
For UMTS, SM functions it was proposed to either:

-
Use the SGSN in the core network to perform the LIPA session management; or

-
Define a L-SGSN function logically co-located with the HNB to support the local session management for the LIPA traffic. The L-SGSN can intercept all SM procedures related to the Local IP Access PDN connectivity and perform them locally

The use of an L-SGSN is an optimization that reduces the signaling load at the SGSN and also eliminates the need to upgrade the procedures through which the SGSN selects a GGSN for a given PDN connection. The disadvantage of the L-SGSN is the operator will have little or no visibility as to whether the LIPA PDN connectivity has been activated for a UE, i.e., the operator will not be able to manage the LIPA PDN. 

The primary purpose of the L-SGSN is to protect the core network from the LIPA SM signaling. If this is not a concern, the best way forward is to leave all SGSN functionality in the core network and not specify the L-SGSN.
Proposal 1: Terminate the SM signaling for the LIPA PDN connectivity at the SGSN and upgrade the procedures through which the SGSN selects a GGSN for a given PDN connection
3. Whether mobility is supported for LIPA traffic

In determining whether mobility is supported for LIPA traffic it seems worthwhile looking at the requirements in SA1 and the choices an operator has to provide mobility that are currently available.

For LIPA traffic, TS 22.220 states :

-
“loss of access to Local IP Access is acceptable as a UE moves out of H(e)NB coverage.” 

So mobility is clearly not a requirement for LIPA. Now, while mobility is not necessarily a requirement, an operator may still wish to be able to support it based for example on customer requirements but it is worthwhile to examine the other available options and the impact of supporting mobility.

For LIPA traffic to the Internet, the operator has the option to not use LIPA but route the traffic through the core if mobility is deemed sufficiently important. Therefore, in the interest of minimizing the changes to the core network and avoiding changes to UE operations and in light of the fact that another solution is available, mobility should not be requirement for LIPA traffic to the Internet.

For LIPA traffic to the home based network, mobility enables a UE to maintain connectivity to the home while out of the coverage of the H(e)NB. SA1 has already defined a requirement to support this type of connectivity in Remote IP access. Now one may consider using a mobility solution to establish remote IP access but that should be evaluated separately among the other remote IP access solutions. 
An additional consideration is the security impact of enabling mobility for LIPA traffic. In the interest of minimizing the changes to the core network and avoiding changes to UE operations, one method to enable mobility for LIPA traffic is to enable a S5/S8 interface fromthe L-PGW to the S-GW in core network (or equivalently a Gn/Gp interface from the L-GGSN to the SGSN in the core network). When the UE moves out of the coverage of the H(e)NB, the MME/SGSN establishes a tunnel from the L-PGW/L-GGSN to the SGW/SGSN/(RNC for direct tunnel) in the core network. 

Traditionally the PGW and GGSN are responsible for the policy enforcement in the core network. It is not clear that the L-PGW and L-GGSN functions can be trusted to enforce these policies. If the L-PGW/L-GGSN is directly connected to a SGW/SGSN, there is a danger that the L-PGW/L-GGSN can flood the SGW/SGSN with packets as this opens up a new point of attack in the network.

For macro networks, the intent of LIPA is to offload Internet traffic from the operator's core network is primarily to save transmission costs. On the other hand any type of mobility support with IP address preservation fundamentally requires an anchor point in the network which either does not allow the LIPA near the edge or further increases the transmission costs incurred on the last hop or access backhaul links to support the anchored traffic. Therefore, particularly for macro, the two requirements of LIPA and mobility seem to be mutually exclusive.
Proposal 2: Mobility is not supported for LIPA traffic . Traffic requiring mobility should otherwise use existing mobility solutions for non-LIPA traffic.

3.1
User Plane handling in connected mode
Based on proposal 1, there is only a single SGSN function to support LIPA that resides in the core. Whether the non LIPA traffic is sent through the SGSN in the core is based on whether the core is using direct tunnel or not. 

Sending the LIPA traffic through the core network contradicts the objective of LIPA, so the LIPA traffic should remain in the HNB and not use the SGSN in the core.

Proposal 3: For LIPA traffic, the User Plane does not go through the SGSN in connected mode.
3.2
User Plane handling in idle mode

Without mobility, the UE should be paged only at the H(e)NB where the L-PGW (or L-GGSN) is located since paging the UE elsewhere would cause the UE to access for no reason as it is not be able to receive the data.  Therefore, special procedures need to be defined to page the UE for downlink LIPA traffic
In the 23.401 architecture, the S11 interface between the MME and the S-GW is the interface that is used to trigger a page from the MME. As discussed below for bearer setup, with the intent of maximizing the reuse of the existing EPS design and procedures, a subset of the S11 interface should exist between the HeNB system and the MME. Included in this subset should be the Downlink Data Notification message to enable paging.

The paging for LIPA traffic would then work as follows:

-
A downlink packet arrives at the L-PGW for the UE

- 
The downlink packet triggers a Downlink Data Notification message to the MME using the L-S11 interface

-
The MME seeing the message arrives on the L-S11 interface knows to send the Paging message only to the HeNB subsystem associated with that interface.

Similarly, for UMTS, paging can be perfomed by sending the downlink packet on the Gn/Gp interface. The SGSN will recognize the PDN associated with the packet and know to page the UE only at the HNB subsystem associated with that PDN.
Proposal 4: The UE is only paged for LIPA traffic at the H(e)NB associated with the LIPA PDN.

Proposal 5: The paging function for LIPA traffic is located in the MME/SGSN in the core network. 
4. Whether QoS for LIPA traffic is based on static policies

When thinking of QoS in the context of LIPA traffic, three possible choices exist for QoS namely:

-
No QoS support for LIPA traffic.

-
QoS support for LIPA traffic with authorization managed in the L-PGW or L-GGSN function of the H(e)NB system based on static QoS policy, i.e., local QoS policy is used to manage the establishment of secondary PDP context so that no additional interfaces to the core network are needed to manage QoS.
- 
QoS support for LIPA traffic with authorization managed dynamically in the core network using PCC. This requires an interface between the PCRF and each H(e)NB system. 

Since no QoS for LIPA traffic seems unacceptable for enabling some services, and dynamic PCC may pose a substantial burden on the core network and complexity in the H(e)NB system, local QoS policy may be initially used to manage the establishment of PDP context while dynamic PCC may be considered in future releases.

 Proposal 6: Use static policy in the L-PGW and L-GGSN functions to manage the establishment of QoS resources (i.e. dedicated bearers or secondary PDP contexts) in Rel-10.
5. S11 interface to the HeNB to manage bearer setup for LIPA
It has been agreed as an architectural principle in TR 23.830 v0.5.0 that:

-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB
-
Session management signalling (Bearer setup, etc.) for LIPA traffic terminates in the core network
In the 23.401 architecture, the S11 interface between the MME and the S-GW is the interface that is used to manage the bearer setup. Since these principles assume a L-PGW in the HeNB system and SM signaling in the core network, then, with the intent of maximizing the reuse of the existing EPS design and procedures, a subset of the S11 interface should exist between the HeNB system and the MME to set up the PDN connectivity and manage the bearers for the LIPA traffic, i.e., define a L-S11 interface which is a subset of the S11 interface but from the MME to the HeNB system for Session Management signaling for the LIPA traffic.

NOTE 
This is required regardless of whether a separate S-GW function exists for non-LIPA traffic as discussed in the next section. The subset of functions needed will be dependent on whether a separate S-GW function exists for non-LIPA traffic, for example whether the L-S11 needs to be able to support handover or S-GW relocation procedures.
Proposal 7: Define a L-S11 interface between the MME and the HeNB system for Session Management signaling for the LIPA traffic.
6. Location, number and possible subset of S-GW functions
In order to analyse the S-GW function needed in the HeNB system to support LIPA traffic, it is necessary to look in more detail at the following procedures:
- 
Establishment of PDN connectivity including PDN GW discovery and acquiring the LIPA IP address

-
Mobility including both active and idle mode mobility away from the HeNB

6.1 
Establishment of PDN connectivity for LIPA traffic
The PDN connectivity for the LIPA traffic is established using the UE requested PDN connectivity procedures defined in TS 23.401 Section 5.10.2. The procedure is initiated by a PDN Connectivity Request sent by the UE to the MME including the defined LIPA APN name or by the UE requesting an APN and the MME deciding if LIPA needs to be supported or not for that APN.
 If a single SGW is used, the MME needs to perform a SGW relocation procedure to the HeNB system to activate the LIPA PDN. Whether SGW relocation is used or not, the MME sends the Create Default Bearer Request to the HeNB system. The rest of the procedures are the same as those defined in TS 23.401 Section 5.10.2 except the S-GW to L-PGW procedures are not needed. Note that as for non-LIPA traffic, the UE may acquire the IP address either using the NAS procedures or via DHCP. 
Proposal 5: The LIPA traffic is established using the UE requested PDN connectivity procedures.

6.2
Mobility including both active and idle mode mobility away from the HeNB

Since proposal 2 assumes, mobility is not supported for LIPA traffic to the home based network or the Internet, it seems that releasing the PDN connection is needed when a UE moves away from a HeNB. In active mode, the PDN connection is released by the MME when the UE performs a handover away from the HeNB. A SGW relocation is also required if the SGW for the non-LIPA traffic was relocated to the HeNB system to establish the LIPA connectivity. One method to do this would be for the MME to initiate the Dedicated Bearer Activation procedures for the LIPA PDN when the Path Switch Request message is received during a handover. 

In the case of idle mode, the solution depends on whether the SGW for the non-LIPA traffic is located in the HeNB system or remains in the core, i.e., whether establishing the LIPA traffic requires a SGW relocation. In the former case, the SGW remains in the core and so the PDN connection can be released by the MMEwhenver the UE establishes a connection at any cell other than the HeNB. In the latter case, the SGW needs to be relocated to the core network when the UE moves away from the HeNB system since the SGW buffers any incoming packets for paging and should not be located in the HeNB system when the UE is not camped there. For example the HeNB system may be switched off, the backhaul may be disconnected, etc. and so the UE will be unreachable for paging. As such whenever the UE performs an idle mode reselection away from the HeNB, the UE needs to register and perform a SGW relocation. 
Proposal 8: When the UE is not in idle or connected mode at the HeNB, the SGW for the non-LIPA traffic shall be located in the core network.

Based on the above analysis, having a SGW relocation whenever the LIPA traffic is established requires extra delay and increased UE registration requirements without providing any real benefits. 

Proposal 9: A SGW relocation from the core network to the HeNB system is not required to support the LIPA traffic.
7. Proposal
It is proposed to agree on proposals 1-9 and to document these conclusions in the TR 23.8xy 
* * * First Change * * * *
5.x
Solution x - Local IP Access solution based on traffic breakout performed within the H(e)NB and macro eNB or RNC using a local PDN connection
5.x.1
Applicability

This solution applies to H(e)NB and macro networks.
5.x.2
Architectural principles
Common principles applying to both UMTS and EPS:
-
Two PDN connections are assumed for simultaneous LIPA traffic and non-LIPA traffic
-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA and non-LIPA PDN connections

-
For non-LIPA traffic, P-GW/GGSN is located within the core network 

-
For LIPA traffic a Local P-GW (L-PGW) function or Local GGSN (L-GGSN) function for EPS and UMTS is defined

-
In the case of UMTS, the L-GGSN is located within the HNB or the RNC in the case of the macro network

-
In the case of EPS, the L-PGW is located within the (H)eNB
-
NAS signalling between UE and network is handled in the core network including mobility and session management
-
The LIPA traffic is established using the UE requested PDN connectivity procedures
-
Before LIPA PDN connection is established, the UE is authenticated, authorized and registered by the core network
-
Mobility is not supported for LIPA traffic.
-
The UE is only paged for LIPA traffic at the H(e)NB, eNB or RNC associated with the LIPA PDN.
-
The paging function for LIPA traffic is located in the MME/SGSN in the core network.
-
QoS for LIPA traffic is based on static policies, i.e., no Gx to H(e)NB, eNB or RNC
Additional principles applying to UMTS only:

-
For LIPA traffic, the User Plane does not go through the SGSN in connected mode.
Additional principles applying to EPS only:
-
An S11 interface exists to the HeNB to manage bearer setup for LIPA
-
The SGW for the non LIPA traffic is located in the core network for a UE that is not connected or camped in idle mode at a HeNB
-
A SGW relocation from the core network to the HeNB system is not required to support the LIPA traffic
5.x.3
Open architectural issues

This section lists the open architectural issues, which have been identified for this solution.

NOTE: 
Whether further open issues exist is FFS.
Common open issues applying to both UMTS and EPS:

-
Whether the H(e)NB, eNB or RNC provides Legal Intercept (LI) functionality

-
Whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA PDN connection)
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