SA WG2 Temporary Document

Page 1

3GPP TSG SA WG2 Meeting #73
TD S2-093523
11 – 15 May, 2009, Tallinn, Estonia

Source:
Ericsson
Title:
On Local IP Access
Document for:
Discussion
Agenda Item:
7.4.5
Work Item / Release:
EHNB
Abstract of the contribution: The impacts of the solutions proposed for LIPA are analyzed. 
Introduction

A number of proposals for local IP access solution have been put forward at SA2#72; one approach uses NAT within the home node, whereas another approach is based on establishing a local PDN connection for the local traffic and implementing a subset of PDN GW functionality within the home node. TR 23.830 includes a list of open issues such as for example the handling of LI, QoS, etc. In this contribution we look at a number of additional questions that require further work and provide an initial analysis. A cornerstone of the local PDN connection based solution is how the Serving GW is handled; we analyze the impacts from both approaches that have been suggested so far. 
Scope of the Local IP Access solution space

The area of local IP access requires a co-ordinated effort to solve a number of use cases. Below we classify the problem area based on a number of criteria. 
3GPP operator may use one out of many deployment models as follows
· EPC may be deployed or not deployed (for 3G); EPC may use GTP or PMIP on S5/S8
· For 3G: Direct tunnel may or may not be deployed
· For LTE: HeNB GW may or may not be used; HeNB GW may or may not include user plane. 
In the roaming case, both the visited and the home operator deployment need to be considered. 
UE

· May be unaware of any Local IP access
· Or may include functions to support Local IP access
It is proposed that a potential solution should be analyzed in a holistic approach to make sure that it is applicable in all the relevant scenarios. It is necessary to make sure the selected approach can potentially be extended to cover all relevant cases. 
Questions concerning single IP address with NAT in home node

Besides the open issues listed in TR 23.830 we highlight the following items that require further attention.

· Q1: How does Local IP access using NAT started up?
In case of local IP access to the internet, what is the trigger to start performing the NAT operation in the home node? In case the UE is already running some internet application via the operator’s network when it enters the home cell, the NAT operation would then start up automatically even for the ongoing sessions. That can cause existing sessions to be dropped due to the unexpected change of the IP address as a result of NAT operation and thus have a negative impact on the user experience.
In case of local IP access to the home based network, how can a UE application know when the home based network is reachable? It is certainly possible to allow a user to manually start up an application when in the home cell, but it is also interesting to see if there is a way to automatically start up an application when in the home cell. That would however require a terminal impact to continuously check if the UE is at its home cell. One technical possibility is to have the UE to continuously send broadcast packets to search for home based services, but it is not yet clear what the impact would that approach would be if the UE is not at its home cell. 
· Q2: How is paging handled?
In case a downlink packet needs to be delivered and the UE is in idle mode, we normally need to page the UE. However the handling of paging is problematic  in case of a downlink local IP access packet arriving at the home node. It is unclear how the home node itself can page the UE, since paging would require the IMSI to determine the timing of the paging occasion, as well as to identify the UE in the absence of its temporary identifier. But IMSI is not available in the home node and can not easily be made available. It is also unclear if the home node could request the MME to page the UE instead, as we do not have such functionality available. 
From this it would appear that this solution approach needs to work without paging functionality, and rely on the UE to establish communication and set up connected mode. But that may have a negative impact on the user experience, which needs to be considered. 
Questions concerning a PDN connection for Local IP Access/Local Internet Access
The questions in the list below concern the details of the local PDN connection based approach that require further analysis. 
· Q1: What is the trigger from a terminal point of view for setting up a PDN connection for Local IP access? 
Shall the UE always try to set up a PDN connection when it enters a CSG cell that it is allowed to access? What if the Local IP Access is not allowed by the operator or the owner of the home node – shall we see a failed setup attempt all the time? Alternatively a mechanism could be considered to allow the UE to learn that this service is not available – but that should allow the UE to still take advantage of the service when it is ever installed. This question is also applicable in the specific case of a hybrid CSG cell.
· Q2: Should the UE use the same PDN connection for both local access to home based network and local internet access in case they are required simultaneously? 
Or should the UE use different PDN connections for the two purposes and set up two PDN connections in case both are required? Technically it is possible to reuse the same PDN connection for both purposes, but we might want different release policies for the two PDN connections as discussed below, which can motivate a separate PDN connection. 
· Q3: When should the Local PDN connection be released? 
We must avoid the immediate release of the local PDN connection each time the UE leaves the home cell, since that introduces a toggling of the local PDN connection on/off as the UE moves near the home cell border, creating a lot of signalling traffic and also bringing the UE to connected mode which is detrimental from a UE battery consumption point of view. For local IP access to the home based network, it can be preferable to keep the local PDN connection even after the UE has left the home cell, since that provides a longer and hence better user experience; and also avoids on/off signalling at mobility near the home cell border. For local Internet access, however, it is not desirable to keep this service going as the UE leaves the home cell, since internet traffic would load the home node’s fixed (ADSL or other) connection twice, leading to reduced throughput and possibly unfavourable charging for the user. So for local internet access, it can be desirable to deactivate the local PDN connection not too long after the UE has left the home cell in case it has traffic on that PDN connection. 
· Q4: Which node is responsible for releasing the local PDN connection? 
Technically it could be the UE, the MME/SGSN or the local PDN GW. Having this function in the UE may be regarded as the simplest, but that requires some logic in the UE to avoid deactivating the local PDN connection too early after leaving the home cell to avoid the toggling effect discussed above. Having this function in the MME/SGSN is problematic in case the UE moves to a new MME/SGSN which does not know about the local IP access feature. Having this function in the local PDN GW may be a possible solution. 
· Q5: Which APN is used for local PDN connection?
One or more globally well-known APN defined by 3GPP can make it easier to implement the feature in the UE and in the CN nodes, but it is unclear if such a well-known APN is possible to define that suits all 3GPP operators globally. On the other hand, if the APN for local PDN connection may be different in each network, we need mechanisms to set this APN up in both the UE and in the CN nodes. For this, we need to address a set of questions such as: How does the UE know which APN is the one used for local IP access? Shall it be the HPLMN or VPLMN that configures this APN in the roaming case? Can the same APN be used for all CSGs, or shall the APN be configured on a per CSG basis? 
· Q6: How is the PDN GW/GGSN address selection performed? 
The MME/SGSN needs to get the home node’s PDN GW/GGSN address in the PDN GW/GGSN selection process, and use that address of the home node rather than run the regular selection process. Note that the address of the home node may change from time to time, as is typical with many fixed internet subscriptions. The presence of a H(e)NB GW may hide the actual address of the home node from the MME/SGSN, so we need a mechanism for the MME/SGSN to get the right address. One straightforward possibility is to append the home node’s PDN GW/GGSN address onto the relevant S1/Iu signalling messages, however that may be rather wasteful in including that parameter even when not necessary. NAS messaging is encrypted making it impossible for the home node to avoid sending this parameter when unnecessary. Another straightforward possibility is to define a message exchange by which the MME/SGSN can query the home node for the PDN GW/GGSN address. It is necessary to list these alternatives and possibly others, and evaluate them to find the right option. 
· Q7: How is the local PDN connection handled in the terminal itself? 
Today PDN connections/PDP contexts are typically established as requested by an upper layer, i.e., by an application. In this case, however, we would see a PDN connection set up due to a mobility event. From this it follows that there is a UE impact so that only special terminals will be able to use local IP access. How would this new model be handled by the upper layers and applications? Specifically, can we expect that terminals such as laptops in use today will be able to handle both a local and an operator PDN connection simultaneously? Note that in this use case, it may be required to be able to use the very same application (e.g., a web browser) for the regular operator traffic, for local IP access to the home based network as well as for local access to the internet. But it is not typically done today to share the same application between different PDP contexts/PDN connections, therefore dedicated support is necessary in the terminal to support this.  
Below we look at the additional aspect which is a central question of the local PDN connection approach: the question of Serving GW handling. We consider both of the solutions proposed so far and analyze their impacts. 
Impacts of earlier proposals on SGW functionality
One approach suggested so far assumes Serving GW functionality within the home node in addition to another Serving GW in the operator’s network which is used for operator traffic. This would however break the SAE architectural assumption of having only one SGW per UE, and raise a number of concerns, such as the following. 
· We would need mechanisms to set up and release the new SGW within the home node each time the UE enters or leaves the home cell. This would impact all mobility procedures, and generate a significant number of home node specific conditions that would all need to be specified, implemented and tested. 

· This would also impact the data model used within the MME of a single SGW per UE, which has been a stable assumption for a long time. 

· Requires a (subset of) S11/S4 reference point between the home node and the MME/SGSN. It is currently unclear if we need to have the full S11/S4 functionality between the MME/SGSN and home node. But if it turns out that only a subset of the S11/S4 functions need to be supported, that would imply special type of reference points - which could be given new names -, making a higher architectural burden on the MME/SGSN node requiring dedicated support for such functionality. 

· In case the UE moves out of e.g. a home LTE cell into e.g. a 3G macro cell, we would need a direct connectivity from the 3G RNC and SGSN into the LTE home eNodeB, but such connectivity might not be available due to deployment reasons. So this approach does not easily incorporate mobility out of the home cell. 

· In case the UE moves out of the home cell into macro coverage that is handled by another MME/SGSN node in the core network than that of the home node, the target MME/SGSN node may not support the specific requirements of local IP access. The target MME/SGSN may not be able handle two SGW addresses as part of the UE context. We would then need to explicitly deactivate the PDP contexts for local IP access. But if mobility into and out of the home cell is frequent, this would result in a toggling of setting up and releasing the local PDN connection each time the home cell boundary is crossed, e.g. when the home cell and the macro network use different 3GPP accesses. This would create a heavy burden of session management signalling, and would also bring the UE to connected mode each time it enters the home cell which is bad from a UE battery consumption point of view. 
Another approach assumes a single Serving GW as per the SAE architecture, and performs a SGW relocation each time the UE moves into or out of the home cell. While this has the advantage of not breaking the architectural assumptions, it raises other types of concerns as follows. 

· This creates a lot of SGW relocations that are visible on S5/S8, implying a significantly increased amount of signalling at the PGW, i.e. also the PGW used in the 3GPP operator’s network. Typically a SGW can be expected to handle a relatively large geographical area that a user seldom leaves – crossing the boundary of the home cell on the other hand can be more frequent by several orders of magnitude, depending on network deployment. Hence the signalling increase at the PGW can potentially be quite significant. 
· This would also mean that the MME/SGSN would have to perform the extra steps for SGW relocation at each connected or idle mode mobility into or out of the home cell. It takes extra signalling to perform SGW relocation, increasing MME/SGSN signalling load. Note that SGW relocation is also necessary for idle mode mobility, otherwise the UE may become connected and perform a Service request procedure with the wrong SGW placement, but that leads to error as it is not possible to relocate the SGW during Service request. 
· Due to the need to perform SGW relocation even during idle mode, it would not possible to use the TAI list feature for LTE. That is because a TAI list including both the home and the surrounding macro cell’s TA ids would make it impossible for the MME to relocate the SGW when the boundary of the home cell is crossed because the MME would not know when that home cell boundary is crossed. The TAI list feature was introduced to reduce TAU signalling for scenarios like this; without the TAI list feature, however, we would be unable to reduce the amount of TAU signalling, further increasing both MME signalling load as well as UE signalling load, and reducing battery lifetime. 

· Similarly, due to SGW relocations ISR would not work in the scenarios with LTE home cell and 2G/3G macro coverage, or with 3G home cell and LTE macro coverage. That would mean that the big efforts put into specifying ISR for scenarios like this would be wasted and ISR could not be utilized in case of local IP access. 

· Because of the extra signalling load as highlighted above, it would be desirable to relocate the SGW only if Local IP access is supported and required for a given home node. For this, the (target) MME/SGSN would need to determine whether to relocate the SGW or not. However, having such a mechanism would add to the complexity of the solution. 
Summary
The paper highlighted a number of open issues for local IP access.  The pros/cons of both NAT and Local PDN connection approaches need to be analyzed and further potential solutions may need to be considered. 

We have specifically looked at some questions raised by the NAT based solution as well as by the local PDN connection approach, and provided an initial analysis which revealed a number of follow-up questions. We have analyzed the impacts of the Serving GW handling approaches suggested so far for the local PDN connection approach, and concluded that both has either architectural or performance issues that need to be addressed. 
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