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Abstract of the contribution: For the MBMS user plane in EPS an enhanced solution using IP multicast distribution from the MBMS GW to the eNode and to the RNC has been proposed. This paper discusses the protocol stack for the MBMS user plane. The conclusion is that not to break the current architecture principles, the GTP-U still needs to be part of the MBMS user plane also when the IP multicast distribution feature is added.
Discussion 

As part of the Rel-9 finalization of MBMS for LTE the usage of GTP-U for the IP multicast distribution on M1 interface has been discussed. This paper provides further elaboration on the issue. 

The CN architecture is based on tunneling all end-user payload between Gi/SGi and the RAN. Both normal point-to-point payload as well as MBMS payload is tunneled. The GTP header with its TEID is an integral part in that tunneling. (For non-3GPP accesses using PMIP the GRE header with its GRE-key has a corresponding role in the tunneling). In the sending and receiving nodes the IP layer and the GTP layer have their own well defined functions and should be kept separated. When IP Multicast distribution is added as a new transport alternative in the CN, all this architecture and layer separation needs to be preserved. 

With layer separation the use of IP Multicast distribution or normal point-to-point distribution will in the user plane simply be a matter of what IP address value is used in the destination address field in the outer IP header - a normal IP address or an IP address in the multicast range. 

Keeping the GTP header and thereby having the layer separation will make the reception of MBMS payload in the RNC user plane independent of distribution method. That will enable the RNC user plane for MBMS to be the same regardless if a network uses IP multicast distribution of normal point-to-point delivery. The IGMP/MLD signaling for start receiving multicast data is of course a difference, but that is rather an add-on that belongs to the control plane.  

By keeping the GTP header and having the same protocol stack for the MBMS data regardless if IP multicast distribution is used or normal point-to-point distribution, any network probes and instruments listening to the payload that operators may have, will continue to work and be unaffected the new optional distribution alternative that is being added. 
On next page a comparison between different user planes are shown. 

· UTRAN existing Rel-8 user plane using point-to-point distribution

· UTRAN proposed Rel-8 & Rel-9 user plane using multicast distribution 

· E-UTRAN proposed Rel-9 user plane using multicast distribution 
· E-UTRAN agreed EPS user plane  

The basic idea with keeping the architecture principle of having GTP-U as the tunneling protocol for MBMS user plane also in Rel-9 is to minimize the changes, both in the CN and in the RAN. That should be a pre-requisite for being able to finalize eMBMS in 3GPP Rel-9 timeframe. That should also be a guarantee for a smooth migration from any existing deployments of pre-rel-9 MBMS.  
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Figure 1: MBMS User Plane with point-to-point distribution to UTRAN 
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Figure 2: MBMS User Plane with multicast distribution to UTRAN 
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Figure 3: MBMS User Plane with multicast distribution to E-UTRAN
* This part of the protocol stack includes tunnelling from BM-SC to MBMS GW on the SGi-mb or Gi interface 
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Figure 4: EPS User Plane for E-UTRAN
Proposal

In order not to break the current architecture principles in CN and RAN it is proposed to keep GTP-U as the tunneling protocol for Rel-9 MBMS user plane according to figure 3 above.  
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