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Abstract of the contribution: this contribution discusses architecture options for LIPA for HNB/HeNB solution 1 alternative of the TR.
Introduction
This contribution presents principles of the number of SGW for solution 1 architecture for LIPA for HeNB.
Discussion
Issue 1: the Number of SGW

In TR 23.830, LIPA solution 1, there is an open issue regarding the number of SGW. There are several architectural options for this issue:

Option 1:  One SGW in the core network for both LIPA and non-LIPA PDN connections. For LIPA PDN connection, the data will by pass the SGW located in core network, while in idle state, the SGW will be on the path, and down link data buffering and paging trigger will be the function of the SGW located in the Core network. This option is similar to that of Direct tunnel, and has impacts on current procedure in 401, for example, the MME manoeuvre the bearer path to bypass SGW from the path route, while, when the UE turns to idle state, the MME needs to update the HeNB to put back the SGW on the path. In our view, this is a big change to 401, and no big benefit is found in this option.
Option 2: One SGW in the HeNB for both LIPA and non-LIPA PDN connections. In this option, if the non-LIPA PDN connection is established first, the SGW need to be relocated from the one in core network to HeNB. This option is problematic, since this may require SGW relocation due to a new PDN connection establishment. In current 401, the SGW relocates due to mobility, e.g. moving out from a SGW coverage area. While in this option, if the UE attaches with a non-LIPA PDN connection, the SGW in core network will be selected, and later on, if the UE requests for a LIPA PDN connection, the SGW needs to be relocated to the HeNB for non-LIPA PDN connection. One mechanism to fix this is to always select the HeNB as the SGW for all PDN connections, regardless of whether LIPA will be supported or not. In our view, this is an architectural change to 401, because in 401, the assumption is the SGW is located in the core network. Furthermore, with the SGW in HeNB, there will be too frequent SGW relocation during mobility from HeNB to HeNB, and from HeNB to eNB. In idle mode, even if the TA is not changed, the SGW needs to be relocated if the UE moves from one HeNB to another one/eNB, that will cause too frequent TAUs which may jam the traffic of backhaul as well as the capability of MME. Hence, we see more disadvantages in this option.
Option 3: One SGW in the HeNB for LIPA PDN connection, another SGW in the core network for non-LIPA PDN connections. This option also violates the 401 principle of one SGW, however, this has no impacts on existing procedures except that the MME will select a separate SGW located in HeNB for LIPA PDN Connection. 
Proposal 1: For LIPA PDN Connection, the SGW is located in HeNB, while for Non-LIPA PDN connection, the SGW is located in the core network.
Issue 2: Paging for LIPA service
Based on Proposal 1, the SGW will be the paging trigger. When the LIPA downlink data comes to the HeNB, the SGW within it will cache the data, and send a trigger to the MME. The MME will page the UE in the TA. Optionally, if the Paging is triggered by the HeNB, the MME can optimize the paging by only paging the HeNB, suppose that LIPA mobility is not supported.

Proposal 2: For LIPA PDN connection, the SGW in HeNB will send Paging request to the MME, and the MME will trigger the paging.

Proposal 3: If the paging request comes from SGW in HeNB, the MME may page only the HeNB.
Proposed Changes to 23.830 V0.4.1
6.3.9.2.1
Solutions covering both LIPA to the Internet and to the home-based network

6.3.9.2.1.1
Solution 1: Local IP Access solution based on traffic breakout performed within H(e)NB using a local PDN connection
6.3.9.2.1.1.1
Architectural principles

Common principles applying to both UMTS and EPS:

· Two PDN connections are assumed for simultaneous LIPA traffic and non-LIPA traffic
· Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA and non-LIPA PDN connections
· For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB
· For LIPA traffic, the SGW is in the HeNB for EPS
· For non-LIPA traffic, P-GW/GGSN is located within the core network
· For non-LIPA traffic, the SGW is located within the core network.
· Local IP access PDN can be identified by a well-defined APN

· Mobility management signalling between UE and network is handled in the core network

· Session management signalling (Bearer setup, etc.) for non-LIPA traffic terminates in the core network

· Before LIPA PDN connection is established, the UE is authenticated, authorized and registered by the core network 
Additional principles applying to UMTS only:

Additional principles applying to EPS only:

· LIPA session management (LIPA PDN Connectivity establishment, Bearer management, …) is performed in the core network

Additional principles applying to EPS only:

· LIPA session management (LIPA PDN Connectivity establishment, Bearer management, …) is performed in the core network
· For LIPA PDN connection, the SGW in HeNB will send Paging request to the MME, and the MME will trigger the paging.

· If the paging request comes from SGW in HeNB, the MME may page only the HeNB
6.3.9.2.1.1.2
Open architectural issues

This section lists the open architectural issues, which have been identified for this solution.

Note: Whether further open issues exist is FFS.

Common open issues applying to both UMTS and EPS:

· Whether the H(e)NB provides Legal Intercept (LI) functionality

· Whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA PDN connection)

· Whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA traffic

· Whether QoS for LIPA traffic is based on static policies (no Gx to H(e)NB)

Open issues applying to UMTS only:

· Location of LIPA session management
Open issues applying to EPS (LTE and S4-based UMTS) only:

· Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation)

· S11 interface to the HeNB to manage bearer setup for LIPA
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