SA WG2 Temporary Document

Page 1

3GPP TSG SA WG2 Meeting #72
TD S2-092467
30 March – 3 April, 2009, Hangzhou, China

Source:
ZTE, China Mobile
Title:
Co-existence of eMBMS and MBMS
Document for:
Discussion

Agenda Item:
7.3
Work Item / Release:
MBMS-EPS
Abstract of the contribution:

The current MBMS architecture in EPS includes both EUTRAN and UTRAN as MBMS services area, which means legacy MBMS maybe co-exist with the eMBMS, so, problems need to discuss here whether support or not in this release. 
----------------------------------------------------------------------------------------------------------------------------------------------
Problems
The following problems should be considered and discussed to decide what kind of MBMS should be in this release:
1. If the UTRAN does not support IP multicast, should we need to use the legacy MBMS mechanism in CN?
2. If using the legacy MBMS, should we maintain eMBMS and MBMS mechanism independently, or fall back to the legacy MBMS if the UTRAN doesn’t support IP multicast, which is better in this release?
3. If using the legacy MBMS, does GTPU need to be added in the user plane layer.
Discussion
Problem 1: Is Legacy MBMS necessary?
If all of the UTRAN units are able to support IP Multicast protocol, we can abandon the legacy MBMS mechanism. But we are not able to guarantee this, so we suppose that it is necessary.

Conclusion: Legacy MBMS is necessary.
Problem 2: Which is better for co-existence with legacy MBMS, independent solution or fall-back?
Option1: independent solution

If take the independent solution, the service areas should be configured into 2 types based on the 2 mechanism, i.e. whether support IP multicast in the RAN. As the figure1 shows us:
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Figure1: Service Area types based on whether IP multicast support
Depending on the figure1, the MBMS GW will be in charge of the IP multicast mode service areas, and pre-R8 GGSN should be used for P2P mode service areas, as the following figure2:
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Figure2: 2 modes SA served by 2 GW
Note: for the overlap area, which supports both MBMS modes, MBMS service or eMBMS Service shall be applied by operator’s configuration policy on SA.
Based on the figure2, the network architecture may be shown as figure3: 
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Figure3: network architecture in dependent solution
If we prefer this option, the network architecture will be into 2 parts: MBMS (P2P MBMS mechanism) and eMBMS & MBMS improvement (IP multicast support mechanism), and network deployment and operation mechanism will be simpler. Our solutions defined in our specification nearly has been able to resolve the (e)MBMS applications.
Of course, there still may be some drawbacks, e.g. the MBMS SAs need to be configured very well. If later some UTRAN and SGSN upgrade and begin to support MBMS improvement, the related SAs need reconfigurations, also, BM-SC should include both original and enhanced functions.
Option2: fall-back solution
If take the fall-back solution, related architecture may be shown as this:
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Figure4: network architecture in fall back solution

As for this solution, the SA configuration needn’t to be based on the MBMS mode, and BM-SC is just enhanced BM-SC. However, the MBMS GW should have many capabilities:

· to support both IP multicast MBMS and P2P MBMS mechanism for fallback.
· to identify the GTPC version for different SGSN type;
· to identify the RAT type for QOS and charging;
· to support (for fallback to MBMS), etc
So, many work needs to do for this option. In the abilities, the fall back function include the whole P2P MBMS mechanism and header decompress and timer-stamp de-capsulated will delay the traffic transmission in some way. If the MBMS GW locates in the combined S‑GW/PDN GW, the GW looks much complex for these functions. Due to our frozen time is coming, we suppose the first option
Conclusion: We prefer the first option, which is the most convenient for network deployment, and if all of the UTRAN networks after R8 are able to support IP Multicast step by step, it will make the network simpler in topology.
Problem 3: Whether GTPU needed?
In GPRS, the GTPU is used to transfer and identify user data. For MBMS in EPS, traffic data transfer in the CN by IP Multicast ways. If the IP multicast is unique for every (e)MBMS service, then GTPU is unnecessary, because the IP multicast is able to used for identifying different services, and otherwise, reusing the GTPU would add overhead to the IP packets transfer and delay the handling time. But if IP multicast path is shared for several (e)MBMS service at same time, GTPU may be needed.
In the unique case:

For MBMS in GPRS, including MBMS improvement, the UTRAN and SGSN is capable of using the GTPU to transfer the MBMS data. Even upgrading to support IP Multicast, GTPU is still able to be used for the traffic data. However, in figure1, if UTRAN1 still use the GTPU for the traffic data, the MBMS GW should identify the traffic data and session signalling between the MBMS improvement and eMBMS. IP multicast path would be 2, not 1. So, GTPU would not be used for MBMS improvement case.
Conclusion: If the IP multicast is unique for every (e)MBMS service, then GTPU is unnecessary, and during upgrade from MBMS to MBMS improvement, the MBMS GTPU related handling in UTRAN need to be cancelled; or else, GTPU is needed for (e)MBMS.
Proposal
To make the MBMS network more convenient in operation, we suggest the above conclusions as assumption in this release.
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