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Abstract of the contribution: The purpose of this paper is to analyze LDF redundancy and reliability mechanism, and some description about LDF redundancy mechanism is proposed to TR23.812. 
Discussion
Generally 1:1 redundancy mechanism could be considered to guarantee LDF reliability. If the master LDF goes out of service, the slave LDF detects the failure of the master LDF quickly and it’s easy and quick for the master LDF to fail over to the slave LDF because no extra dynamic data is required to be synchronized between the master and slave LDF. The following discusses how to handle the case of both the master and slave LDF going down simultaneously. 
The following figure depicts how LDF optimizes P-CSCF load balancing during initial registration. If all available LDFs go out of service for some reasons, LDF would stop updating load information to DNS in step 2. DNS is required to be aware of this failure and fall back to the static P-CSCF assignment mechanism (e.g., round robin) without considering load information. Otherwise, DNS would always assign only one specific P-CSCF with the slightest load until LDF comes back to life, which could possibly overload that P-CSCF during the period of LDF failure.
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Fig 5.2-3: Information flow for P-CSCF load balancing
The following figure depicts how LDF optimizes S-CSCF load balancing during initial registration. If all available LDFs go out of service for some reason, I-CSCF would detect LDF failure quickly via some keepalive mechanism. And then I-CSCF would stop querying the load information of the preferable S-CSCFs in step 5 and fall back to the mechanism defined in Rel-8, i.e. depending on the server capabilities returned in step 4. 
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Fig 5.2-4: Infromation flow for S-CSCF load balancing at initial registration

Proposed changes
5.2.2.1 
Information flow
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Fig 5.2-3: Information flow for P-CSCF load balancing
1. P-CSCF-1, P-CSCF-2 and P-CSCF-3 notify the dynamic load information to LDF periodically.
2. LDF updates the load state of the relevant P-CSCFs to DNS at a given interval.
3. UE initiates an address query for P-CSCF to DNS. 
4. DNS implements some load balancing algorithm and return the address of a relatively low-load P-CSCF-1. If all available LDFs go out of service for some reason, LDF would stop updating load information to DNS in step 2. DNS is required to be aware of this failure and fall back to the static P-CSCF assignment mechanism (e.g., round robin) without considering load information. Otherwise, DNS would always assign only one specific P-CSCF with the slightest load until LDF comes back to life, which could possibly overload that P-CSCF during the period of LDF failure.
5. UE sends IMS registration request to P-CSCF-1.
5.2.3.2
Information flow of S-CSCF load balancing at Initial Registration
Fig 5.3-4 shows an information flow where a relatively low-load S-CSCF is selected during IMS initial registration.
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Fig 5.2-4: Infromation flow for S-CSCF load balancing at initial registration

1. LDF interacts with the S-CSCFs in the same domain to obtain dynamic load informaiton of S-CSCFs.
2. I-CSCF receives a IMS registration request from a UE.
3. I‑CSCF sends the Cx query to the HSS to find an appropriate S-CSCF.
4. I-CSCF receives a Cx response, which contains the server capabilities, from HSS if no S-CSCF is assigned to the user.
5. I-CSCF sends a request, which should contain a perferable S-CSCF list, to LDF for the load information of the S-CSCFs in the list. If all available LDFs go out of service for some reason, I-CSCF would detect LDF failure quickly via some keepalive mechanism. And then I-CSCF would stop querying the load information of the preferable S-CSCFs in step 5 and fall back to the mechanism defined in Rel-8, i.e. depending on the server capabilities returned in step 4.
6. I-CSCF receives a response with the load information of the preferable S-CSCFs from LDF.
7. I-CSCF performs a S-CSCF selection with the consideration of S-CSCF load information.
8. I-CSCF sends the IMS registration request to the selected S-CSCF.
If the above changes are accepted, it’s proposed to delete the following Editor’s Note. 
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