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Abstract of the contribution: This paper explores the possible solution of IMS HSS issues in the case of supporting a high number of subscribers (described in section 4.4.1 of 23.812).
1. Introduction

As described in section 4.4.1 of 23.812, SLF is deployed to handle the selection of multiple HSSs. The size of the SIP URI based index table in SLF will become bigger and bigger, which may cause the inefficiency of addressing the right HSS through querying SLF via Dx and Dh interface.
If distributed SLFs are utilized to, e.g. improve the efficiency of locating the right HSS or handle restoration issues, every time a new HSS equipment is added to expand the user capacity, all distributed SLFs may have to be synchronized with the new index information. The larger the user capacity becomes, the larger the number of SLFs needs to be, and the more time-consuming the synchronization will be.

The following Distributed HSS solution is for discussion and if the following solution is agreed, a P-CR will be proposed for the next meeting.
2. Discussion
2.1 D-HSS solution
2.1.1
General

[image: image1]
Note: X-CSCF represents I/S-CSCF or any combination of P/I/S-CSCF
Distributed HSS entity consists of two logical functions showed in Figure 1, Front End (FE) and Back End (BE). BE is divided into two subfunctions, Data Storage (DS) and Data Routing (DR). X-CSCF can access subscriber data via standard Cx interface and AS can access subscriber data via standard Sh interface. 

Front End (FE) is responsible to handle the subscriber data read/write requests from X-CSCF/AS and interpret the requests and forward them to Data Routing layer for addressing the appropriate Data Storage Node.
Data Storage (DS) is used to provide subscriber data storage, multiple data replicas and consistency between them, data Read/Write traffic optimization and data recovery in the case of failure.

· Subscriber Database: subscriber data is distributed in disparate HSS nodes, that may be geographically distributed and subscriber data grouped with similar attributes (e.g., adjacent hash value of IMPU/IMPI) is stored in the same HSS node.

· Replica Replacement: multiple subscriber data replicas may be placed across geographically distributed HSS nodes to guarantee data availability in case of any failure. 

· Consistency and Sync: If multiple replicas exist, consistency mechanism should be implemented to keep all data replicas updated.

· Traffic Optimization: Since the subscriber data are geographically distributed, the traffic over backbone between geographical regions might be increased dramatically. So the optimization mechanism is necessary to reduce the backbone traffic (e.g., Traffic Localization) 

· Parallel Recovery: If one HSS node is restored after temporary failure, the updates stored in backup nodes during the failure period should be restored. Usually one-to-one restoration might probably result in some bottlenecks (e.g., bandwidth and processing capabilities) and many-to-one parallel restoration is beneficial to overcome the bandwidth bottleneck and reduce the restoration delay.
Data Routing (DR) is used to maintain a route table that can address the appropriate HSS node via subscriber IMPI/IMPU. It's composed of two logical functions, Route Table Maintenance and Route Lookup. 

· Route Table Maintenance: If any HSS entity goes out of service due to failure or is newly added due to HSS expansion, the route table is supposed to be updated to make sure the subscriber data could be accessed timely and accurately.
· Route Lookup: After HSS FE receives subscriber data read/write request, HSS FE interprets the request and send the request to HSS DR and HSS DR queries the route table to address the appropriate HSS node where the target subscriber data is located.

2.1.2
D-HSS Route Table
The following is explained in detail how the route table in D-HSS entities is organized and the route table lookup works.
1. Route Table 

The route table in HSS DR could be constructed based on HSS entities’ assigned unique identity (UID) (e.g., UID of HSS1 is UID1, UID of HSS2 is UID2 …, the values of UIDs are sequentially increased, see table 1 for details ), and the subscriber data is organized to be stored on HSS entity in accordance with some predefined rule. Specifically, the key of subscriber data (IMPI/IMPU) could be hashed into a unique identity, and any subscriber data with the unique identity value ranging between UID1 and UID2 could be stored in HSS1 and so forth. So the scale of the route table is proportional to the number of distributed HSS entities rather than the number of subscribers. 

As described in section 4.4.1 of 23.812, usually the index table is built on subscriber index (e.g., IMPU/IMPI), and as a result, the index table might be growing tremendously and meanwhile is not easy to maintain. So the proposed way of constructing route table can largely reduce the scale of route table entries and more efficient to maintain.
	UID of HSS entity (Key)
	FQDN or IP address of HSS entity
	In Service(IS) or Out of Service(OOS)

	UID1
	hss1.operator-domain.com
	IS

	UID2
	hss2.operator-domain.com
	IS

	UID3
	hss3.operator-domain.com
	OOS

	…
	…
	…



2. Route Table Lookup
If X-CSCF or AS accesses HSS, the read/write request will be sent to a FE, which could be bundled with X-CSCF/AS beforehand or selected from a pool of FEs. After the FE queries the route table via the hashed value of IMPU/IMPI of the subscriber, the FE addresses the specific HSS entity, where the target subscriber data is supposed to be stored. Finally the FE forwards the request to the IP address or FQDN of the specific HSS entity.

2.1.3
D-HSS Fault-tolerance and Traffic Optimization
1. Data Replica and HSS Fault-tolerance

In order to make sure the availability of the subscriber data, it's essential to place multiple subscriber data replicas at geographically distributed regions. If some HSS entity goes out of service, the backup subscriber data on other HSS entities will be accessed instead. Moreover, if HSS entity is restored shortly after a temporary failure, the missing updates from backup entities will be restored immediately. If HSS entity can't come back to life for a considerably long time, the subscriber data on the failed entity will be restored to other adjacent HSS entities.
2. Traffic Optimization Management
If subscriber data is distributed geographically, the traffic over backbone between geographical regions might be increased dramatically. It's assumed that the roaming subscribers account for a smaller percentage of the total subscribers (e.g., 20%). So if the subscriber data is stored locally and also can be accessed locally by local subscribers, a considerable amount of backbone bandwidth consumption could be saved.

Open Questions:

· If we adopt D-HSS rather than SLF/HSS architecture, is there any need to standardize interfaces between HSSs? Because operator might purchase HSS entities from different vendors to form one logical D-HSS.
· If we adopt D-HSS, is there any impact on current IMS architecture? The input from participants is highly appreciated.
Table 1: Route Table Example in HSS DR�r
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Figure 1: Distributed HSS Architecture
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