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Abstract of the contribution: RAN3 has defined CSG Id List over reference point S1 in the S1AP message S1 SETUP REQUEST. There seems to be some questions regarding the definition and intended usage, which is discussed in this P-CR as an issue to be included in TR23.830.
Introduction
At last RAN3 meeting the CSG Id and CSG Id List was defined and included in TS36.413 rev 8.4.0 by CR 0291 (R3-083574). The reason for the change was “… support paging optimization and access control for LTE HeNBs”. The CSG Id List is transferred in the S1AP message S1 SETUP REQUEST from (H)eNB to MME. The CSG Id List is defined to have a length of 1 to maxnoofCSGIds and maxnoofCSGIds is 256.
Discussion

In TS36.300 there are two versions defined for the HeNB architecture, one where the HeNB is directly connected to the MME over the S1_MME and one with a Home eNodeB GW with S1_MME between HeNB and Home eNodeB GW and also between Home eNodeB GW and MME. In TS 36.413 the S1 SETUP REQUEST is only defined from eNB to MME but based on the architecture this message can also go via the Home eNodeB GW. Based on the introduction of Home eNodeB GW some questions can be raised. There are two different cases, with and without Home eNodeB GW:
· HeNB directly connected to MME.
A max list length of 256 CSG Ids in a HeNB seems to be a to high number, but corresponds to max number of cells in an eNB.
· HeNB connected via a Home eNodeB GW to MME.
The Home eNodeB GW will act as a concentrator for a large number of HeNBs (see 4.x in TS36.300). Related to this two alternatives can be seen:

· Transfer of CSG list from Home eNodeB GW to MME. 
If a CSG Id List shall be transferred from Home eNodeB GW to MME listing all CSG Ids connected to the Home eNodeB GW a CSG Id List length of 256 positions will be far from enough. On the other hand transferring this large number of CSG Ids to MME would also give high load on the MME to administrate this and specifically in a paging case. And basically a continuous high load since 36.413 clearly states that an update message (ENB CONFIGURATION UPDATE) will always include the entire list of valid CSGs, which is good design to avoid misalignment in case of dropped messages.
This means that in case of power off/power on of any of the Home eNodeBs below a Home eNodeB GW will cause the Home eNodeB GW to send an update message to all MMEs of the MME pool.
· No transfer of CSG list from Home eNodeB GW to MME.
An alternative to above solution would be to not transferring any CSG Id List from Home eNodeB GW to MME. Only the TAs supported by the Home eNodeB GW is transferred to the MME. In a paging situation the MME selects paging destination based on TA and sends the paging to the Home eNodeB GW indicating the UEs CSGid(s) and the Home eNodeB GW selects based on its list of CSG Ids to which HeNBs the paging shall be sent.
Proposal

Add above questions to the issue list in TR23.830, see below
********************** START OF CHANGE *****************************

6.x Architectural Issue n 

If a Home eNB Gateway is used shall the CSG Id list be sent to MME or not? 

If the CSG Id List is not sent to MME from the Home eNB GW, does the MME have to know if the node on the S1 interface is a Home eNB Gateway, Home eNB or eNB?
6.x.1 Description of Architectural Issue n
In TS36.300 there are two versions defined for the HeNB architecture, one where the HeNB is directly connected to the MME over the S1_MME and one with a Home eNodeB GW with S1_MME between HeNB and Home eNodeB GW and also between Home eNodeB GW and MME. In TS 36.413 the S1 SETUP REQUEST is only defined from eNB to MME but based on the architecture this message can also go via the Home eNodeB GW. Based on the introduction of Home eNodeB GW some questions can be raised. There are two different cases, with and without Home eNodeB GW:

· HeNB directly connected to MME.
A max list length of 256 CSG Ids in a HeNB seems to be a to high number, but corresponds to max number of cells in an eNB.

· HeNB connected via a Home eNodeB GW to MME.
The Home eNodeB GW will act as a concentrator for a large number of HeNBs (see 4.x in TS36.300). Related to this two alternatives can be seen:

· Transfer of CSG list from Home eNodeB GW to MME. 
If a CSG Id List shall be transferred from Home eNodeB GW to MME listing all CSG Ids connected to the Home eNodeB GW a CSG Id List length of 256 positions will be far from enough. On the other hand transferring this large number of CSG Ids to MME would also give high load on the MME to administrate this and specifically in a paging case. And basically a continuous high load since 36.413 clearly states that an update message (ENB CONFIGURATION UPDATE) will always include the entire list of valid CSGs, which is good design to avoid misalignment in case of dropped messages.
This means that in case of power off/power on of any of the Home eNodeBs below a Home eNodeB GW will cause the Home eNodeB GW to send an update message to all MMEs of the MME pool.

· No transfer of CSG list from Home eNodeB GW to MME.
An alternative to above solution would be to not transferring any CSG Id List from Home eNodeB GW to MME. Only the TAs supported by the Home eNodeB GW is transferred to the MME. In a paging situation the MME selects paging destination based on TA and sends the paging to the Home eNodeB GW indicating the UEs CSGid(s) and the Home eNodeB GW selects based on its list of CSG Ids to which HeNBs the paging shall be sent.
6.x.2. Solution(s) for Architectural Issue n

6.x.3. Evaluation
3GPP

SA WG2 TD


