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Abstract of the contribution: The paper discusses solutions for problems identified in the IMS Evolution work item.
1. Introduction

During last SA2 meeting, WID on IMS evolution was initiated with several IMS problems (S2-085615) identified as requirements to be addressed. In this paper, we discuss how these problems can be addressed without significant change to IMS architecture.

2. Discussion

2.1 Problem #1: Complex architecture and low efficiency

The main issue identified for this problem is that there are too many network entities and too many interfaces within IMS network leading to inefficiency in session setup and network maintenance.

Possible Solution:

- The IMS network entities are logical entities and can be combined during implementation. One possible partition:

Combine P-CSCF, I-CSCF, S-CSCF

Combine MGCF/MGW and MRFC/MRFP

Combine HSS/SLF

2.2 Problem #2: Limited load balancing mechanisms

It is argued that there is a need to have mechanisms for selecting CSCFs based on load condition.

Possible solutions:

- DNS server can be used for load balancing. There are a number of known mechanisms within DNS framework that allow load to be distributed evenly. One method is for the DNS server to randomize the returned list of nodes in responses so that the client will choose a different node to connect to each time. Another method is for the DNS server to return a subset of the server list on each response and rotating the subset in a round-robin fashion each time. Yet another method is for the DNS server to return server addresses based on actual server load.
- Server farms can also be used for load balancing.
In addition, it seems that the load balancing issue seems to be independent of whether the server is IMS entities or not. 
2.3 Problem #3: Weak system-level load balance

The main issue identified is that during disaster or special event situation, there needs to be a mechanism to spread regional explosive load into the whole network.

Possible solution:

- For special event case, DNS server can be populated to allow connections to servers in other regions.

- For disaster case, the same principle of DNS server can also be applied. However, a more fundamental issue under disaster condition is that the inter-regional link may also be broken anyway; this makes any design with the assumption that inter-regional link is available useless.
2.4 Problem #4: Poor system scalability

There needs to be a mechanism to efficiently perform system expansion for adding new network elements (e.g. HSS, CSCFs).

Possible solutions:

- Server farms can be used.

- DNS can also be used.

3. Conclusion
Based on the above discussion, we think that the problems identified within S2-085615 are more implementation issues than standardization issues. SA2 is encouraged to discuss these issues and the identified solutions. If agreeable to all, these implementation specific solutions can be documented within the IMS Evolution TR as best practice guidelines for real IMS deployment.
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