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********** NEXT MODIFIED SECTION *********

4.3.7.4
MME control of overload

The MME shall contain mechanisms for handling overload situations. These can include the use of NAS signalling to reject NAS requests from UEs.

In addition, under unusual circumstances, the MME may need to restrict the load that its eNodeBs are generating on it. This can be achieved by the MME invoking the S1 interface overload procedure (see TS 36.300 [5] and TS 36.413 [36] to a proportion of the eNodeB's with which the MME has S1 interface connections. To reflect the amount of load that the MME wishes to reduce, the MME can adjust the proportion of eNodeBs which are sent S1 interface OVERLOAD START message, and the content of the OVERLOAD START message.

The MME should select the eNodeBs at random (so that if two MMEs within a pool area are overloaded, they do not both send OVERLOAD START messages to exactly the same set of eNodeBs).

Using the OVERLOAD START message, the MME can, for example, request the eNodeB to:

-
reject all non-emergency Service Request messages for "Service Type = Data" for that MME; and/or

-
reject all Service Request messages for "Service Type = response to paging" for that MME; and/or

-
reject all new RRC connections for NAS signalling (e.g. for TA Updates) for that MME; and/or

-
only permit RRC connection establishments for emergency sessions for that MME.

NOTE:

The support for emergency sessions (and subsequent support within priority services) are not fully supported in this release.


When the MME has recovered and wishes to increase its load, the MME sends OVERLOAD STOP messages to the eNodeB(s).

Hardware and/or software failures within an MME may reduce the MME's load handling capability. Typically such failures should result in alarms which alert the operator/O+M system. Only if the operator/O+M system is sure that there is spare capacity in the rest of the pool, the operator/O+M system might use the load re-balancing procedure to move some load off this MME. However, extreme care is needed to ensure that this load re-balancing does not overload other MMEs within the pool area (or neighbouring SGSNs) as this might lead to a much wider system failure.

********** NEXT MODIFIED SECTION *********

4.3.8.2
Serving GW selection function

The Serving GW selection function selects an available Serving GW to serve a UE. The selection bases on network topology, i.e. the selected Serving GW serves the UE's location and in case of overlapping Serving GW service areas, the selection may prefer Serving GWs with service areas that reduce the probability of changing the Serving GW. Other criteria for Serving GW selection should include load balancing between Serving GWs.

If a subscriber of a GTP only network roams into a PMIP network, the PDN GWs selected for local breakout support the PMIP protocol, while PDN GWs for home routed traffic use GTP. This means the Serving GW selected for such subscribers may need to support both GTP and PMIP, so that it is possible to set up both local breakout and home routed sessions for these subscribers. For a Serving GW supporting both GTP and PMIP, the MME/SGSN should indicate the Serving GW which protocol should be used over S5/S8 interface. The MME/SGSN is configured with the S8 variant(s) on a per HPLMN granularity.
If a subscriber of a GTP only network roams into a PMIP network, the PDN GWs selected for local breakout may support GTP or the subscriber may not be allowed to use PDN GWs of the visited network. In both cases a GTP only based Serving GW may be selected. These cases are considered as roaming between GTP based operators.

If combined Serving and PDN GWs are configured in the network the Serving GW Selection Function preferably derives a Serving GW that is also a PDN GW for the UE.

The Domain Name Service function may be used to resolve a DNS string into a list of possible Serving GW addresses which serve the UE's location. The details of the selection are implementation specific.
For handover from non-3GPP accesses in roaming scenario, the Serving GW selection function for local anchoring is described in TS 23.402 [2].

********** NEXT MODIFIED SECTION *********

4.3.8.3
MME selection function

The MME selection function selects an available MME for serving a UE. The selection is based on network topology, i.e. the selected MME serves the UE's location and in case of overlapping MME service areas, the selection may prefer MMEs with service areas that reduce the probability of changing the MME. When an eNodeB selects an MME, the selection shall achieve load balancing as specified in clause 4.3.6.2.

********** NEXT MODIFIED SECTION *********

4.6.3.2
ECM-CONNECTED

The UE location is known in the MME with an accuracy of a serving eNodeB ID. The mobility of UE is handled by the handover procedure. The UE performs the tracking area update procedure when TAI in the EMM system information is not in the list of TA's that the UE is registered with the network.

For a UE in the ECM-CONNECTED state, there exists a signalling connection between the UE and the MME. The signalling connection is made up of two parts: an RRC connection and an S1_MME connection.

The S1 release procedure changes the state at both UE and MME from ECM-CONNECTED to ECM-IDLE.

NOTE:
The UE may not receive the indication for the S1 release, e.g. due to radio link error or out of coverage. In this case, there can be temporal mismatch between the ECM-state in the UE and the ECM-state in the MME.

After a signalling procedure (e.g. tracking area update), the MME may decide to release the signalling connection to the UE, after which the state at both the UE and the MME is changed to ECM-IDLE.

Editor's note:
There are some error cases where the UE also changes to EMM-IDLE. The details are FFS.

********** NEXT MODIFIED SECTION *********

4.7.2.1
The EPS bearer in general

For E-UTRAN access to the EPC the PDN connectivity service is provided by an EPS bearer in case of GTP-based S5/S8, and by an EPS bearer concatenated with IP connectivity between Serving GW and PDN GW in case of PMIP-based S5/S8.

An EPS bearer uniquely identifies an SDF aggregate between a UE and a PDN GW in case of GTP-based S5/S8, and between UE and Serving GW in case of PMIP-based S5/S8.


An EPS bearer is the level of granularity for bearer level QoS control in the EPC/E-UTRAN. That is, SDFs mapped to the same EPS bearer receive the same bearer level packet forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC configuration, etc.). Providing different bearer level QoS to two SDFs thus requires that a separate EPS bearer is established for each SDF.

NOTE:
In addition but independent to bearer level QoS control, the PCC framework allows an optional enforcement of service level QoS control on the granularity of SDFs independent of the mapping of SDFs to EPS bearers.

One EPS bearer is established when the UE connects to a PDN, and that remains established throughout the lifetime of the PDN connection to provide the UE with always-on IP connectivity to that PDN. That bearer is referred to as the default bearer. Any additional EPS bearer that is established to the same PDN is referred to as a dedicated bearer. The distinction between default and dedicated bearers should be transparent to the access network (e.g. E-UTRAN).

An UpLink Traffic Flow Template (UL TFT) is a set of uplink packet filters. A DownLink Traffic Flow Template (DL TFT) is a set of downlink packet filters. Every EPS bearer is associated with an UL TFT in the UE and a DL TFT in the PCEF.

NOTE:
The evaluation precedence order of the filters associated with the default bearer, in relation to those associated with the dedicated bearers, is up to operator configuration. It is possible to "force" certain SDFs onto the default bearer by setting the evaluation precedence order of the corresponding filters to a value that is lower than the values used for filters associated with the dedicated bearers. It is also possible use the default bearer for traffic that does not match any of the filters associated with the dedicated bearers. In this case, the evaluation precedence order of the corresponding filter(s) (e.g., a "match all filter") need to be set to a value that is higher than the values used for filters associated with dedicated bearers.

The initial bearer level QoS parameter values of the default bearer are assigned by the network, based on subscription data (in case of E-UTRAN the MME sets those initial values based on subscription data retrieved from HSS). The PCEF may change those values based in interaction with the PCRF or based on local configuration.

The decision to establish or modify a dedicated bearer can only be taken by the EPC, and the bearer level QoS parameter values are always assigned by the EPC. Therefore, the MME shall not modify the bearer level QoS parameter values received on the S11 reference point during establishment or modification of a dedicated bearer. Instead, the MME shall only transparently forwards those values to the E-UTRAN. Consequently, "QoS negotiation" between the E-UTRAN and the EPC during dedicated bearer establishment / modification is not supported. The MME may, however, reject the establishment or modification of a dedicated bearer (e.g. in case the bearer level QoS parameter values sent by the PCEF over a GTP based S8 roaming interface do not comply with a roaming agreement).

Editor's Note:
It is FFS in case of GTP based roaming how an MME in the VPLMN can enforce roaming restrictions on an 'EPS subscribed QoS profile' received from the HSS in the HPLMN during the Attach procedure.

The distinction between default and dedicated bearers should be transparent to the access network (e.g. E-UTRAN).

An EPS bearer is referred to as a GBR bearer if dedicated network resources related to a Guaranteed Bit Rate (GBR) value that is associated with the EPS bearer are permanently allocated (e.g. by an admission control function in the eNodeB) at bearer establishment/modification. Otherwise, an EPS bearer is referred to as a Non-GBR bearer.

NOTE:
Admission control can be performed at establishment / modification of a Non-GBR bearer even though a Non-GBR bearer is not associated with a GBR value.

A dedicated bearer can either be a GBR or a Non-GBR bearer. A default bearer shall be a Non-GBR bearer.

NOTE:
A default bearer remains permanently established to provide the UE with always-on IP connectivity to a certain PDN. That motivates the restriction of a default bearer to bearer type Non-GBR.

********** NEXT MODIFIED SECTION *********

4.7.5
Application of PCC in the Evolved Packet System

The Evolved Packet System applies the PCC framework as defined in TS 23.203 [6] for QoS policy and charging control. PCC functionality is present in the AF, PCEF and PCRF.

An EPS needs to support both PCEF and PCRF functionality to enable dynamic policy and charging control by means of installation of PCC rules based on user and service dimensions. However, an EPS may only support PCEF functionality in which case it shall support static policy and charging control.

NOTE:
The local configuration of PCEF static policy and charging control functionality is not subject to standardization. The PCEF static policy and control functionality is not based on subscription information.

The following applies to the use of dynamic policy and charging control in EPS:

-
The service level (per SDF) QoS parameters are conveyed in PCC rules (one PCC rule per SDF) over the S7 reference point. The service level QoS parameters consist of a QoS Class Identifier (QCI) Allocation and Retention Priority (ARP) and authorised Guaranteed and Maximum Bit Rate values for uplink and downlink. The QCI is a scalar that represents the QoS characteristics that the EPS is expected to provide for the SDF. ARP is an indicator of the priority of allocation and retention for the SDF. The service level ARP assigned by PCRF in a PCC rule may be different from the bearer level ARP stored in subscription data;

-
The set of standardized QCIs and their characteristics that the PCRF in an EPS can select from is provided in Annex B, table B-1. It is expected that the PCRF selects a QCI in such a way that the IP-CAN receiving it can support it;

-
It is not required that an IP-CAN supports all standardized QCIs;

-
In the case of IP address configuration subsequent to initial attachment, the PDN GW/PCEF shall notify the PCRF of the UE's IP address when it is assigned. If the PCRF response leads to an EPS bearer modification the PDN GW should initiate a bearer update procedure;

-
For local breakout, the visited network has the capability to reject the QoS authorized by the home network based on operator policies.

The following applies regardless of whether dynamic or static policy and charging control is used in EPS:

-
For E-UTRAN the value of the ARP of an EPS bearer is identical to the value of the ARP of the SDF(s) mapped to that EPS bearer;

-
For the same UE/PDN connection: SDFs associated with different QCIs or with the same service-level QCI but different ARP shall not be mapped to the same EPS bearer;

-
The bearer level QCI of an EPS bearer is identical to the value of the QCI of the SDF(s) mapped to that EPS bearer.


Editor's note:
It is FFS whether the PCRF may select a different QCI due to a handover to a different RAT type.

Editor's note:
The inclusion in TS 23.203 of ARP and the associated description of the information that the PCRF takes into account to take a policy decision on ARP is FFS.

********** NEXT MODIFIED SECTION *********

5.1.1.3
UE - MME
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Legend:

-
NAS: The NAS protocol supports mobility management functionality and user plane bearer activation, modification and deactivation. It is also responsible of ciphering and integrity protection of NAS signalling.

-
LTE-Uu: The radio protocol of E-UTRAN between the UE and the eNodeB is specified in TS 36.300 [5].

Figure 5.1.1.3-1: Control Plane UE - MME

********** NEXT MODIFIED SECTION *********

5.1.2.1
UE - P-GW user plane with E-UTRAN
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Legend:

-
GPRS Tunnelling Protocol for the user plane (GTP‑U): This protocol tunnels user data between eNodeB and the S-GW as well as between the S-GW and the P-GW in the backbone network. GTP shall encapsulate all end user IP packets.

-
MME controls the user plane tunnel establishment and establishes User Plane Bearers between eNodeB and S-GW.

-
UDP/IP: These are the backbone network protocols used for routeing user data and control signalling.

-
LTE-Uu: The radio protocols of E-UTRAN between the UE and the eNodeB are specified in TS 36.300 [5].

Figure 5.1.2.1-1: User Plane

********** NEXT MODIFIED SECTION *********

5.2.1
EPS bearer identity

An EPS bearer identity uniquely identifies an EPS bearer for one UE accessing via E-UTRAN. The EPS Bearer Identity is allocated by the MME. There is one to one mapping between EPS RB and EPS Bearer, and the mapping between EPS RB Identity and EPS Bearer Identity is made by E-UTRAN.

When there is a mapping between an EPS bearer and a PDP context, the same identity value is used for the EPS bearer ID and the NSAPI/RAB ID.

********** NEXT MODIFIED SECTION *********

5.3.1
IP address allocation

5.3.1.1
General

A UE shall perform the address allocation procedures for at least one IP address (either IPv4 or IPv6) after the default bearer activation if no IPv4 address is allocated during the default bearer activation.

One of the following ways shall be used to allocate IP addresses for the UE:

a)
The HPLMN allocates the IP address to the UE when the default bearer is activated (dynamic or static HPLMN address);

b)
The VPLMN allocates the IP address to the UE when the default bearer is activated (dynamic VPLMN address); or

c)
The PDN operator or administrator allocates an (dynamic or static) IP address to the UE when the default bearer is activated (External PDN Address Allocation).

The IP address allocated for the UE's default bearer shall also be used for the UE's dedicated bearers towards the same PDN. The IP address allocation for the multiple PDN GW case is handled with the same set of mechanisms as Attach.

One EPS bearer supports dual-stack IP addressing, meaning that it is able to transport both native IPv4 and native IPv6 packets. Single address bearer types (IPv4, IPv6) are not specified in the EPS bearer model.


It is the HPLMN operator that shall define in the subscription whether a dynamic HPLMN or VPLMN address may be used.

All the IP address allocation mechanisms presented below as well as the IP address allocation being part of the NAS attach procedure is optional for the UE. The mechanism supported is UE product dependent.

The mechanism used to allocate IPv4 address(es) to a UE depends on the UE's and the network capabilities. Unlike 2G/3G systems, in EPS UE may also indicate to the network within the PDN Address Allocation information element how the UE wants to obtain the IPv4 address:

-
the UE may indicate that it prefers to obtain an IPv4 address as part of the default bearer activation procedure. In such a case, the UE relies on the EPS network to provide IPv4 address to the UE as part of the default bearer activation procedure.

-
the UE may indicate that it prefers to obtain the IPv4 address after the default bearer setup by executing IETF procedures. That is, the EPS network does not provide the IPv4 address for the UE as part of the default bearer activation procedures. The network may respond to the UE by leaving the relevant field empty or simply by setting it to 0.0.0.0. After the default bearer establishment procedure is completed, the UE uses the connectivity with the EPS and initiates the IPv4 address allocation on its own using DHCPv4. The UE sends DHCPv4 Discover message (see details in sub-clause 5.3.1.2.4).

NOTE:
For legacy terminals where the UE is not capable to send such an indication the EPS network selects the IPv4 address allocation method based on its policy.

EPS shall support the following mechanisms

a.
IPv4 address allocation via default bearer activation.

EPS shall also support the following mechanisms following the attach procedure:

a.
/64 IPv6 prefix allocation via IPv6 Stateless Address autoconfiguration according to RFC 4862 [18];

b.
IPv4 address allocation and IPv4 parameter configuration via DHCPv4 according to RFC 2131 [19] and RFC 4039 [25];

c.
IPv6 parameter configuration via Stateless DHCPv6 according to RFC 3736 [20].

If requested by the UE, the EPS may allocate a shorter than /64 IPv6 prefix delegation via DHCPv6 according to RFC 3633 [21].

The following clauses describe how the above listed IP address allocation mechanisms work when GTP based S5/S8 is used. The way of working of the IP address allocation mechanisms for PMIP based S5/S8 can be found in TS 23.402 [2].The procedures can be used both for PLMN (VPLMN/HPLMN) or external PDN based IP address allocation. Note it is transparent to the UE whether the PLMN or the external PDN allocates the IP address.

In order to support DHCP based IP address configuration, the PDN GW shall act as the the DHCP server for HPLMN assigned dynamic and static and VPLMN assigned dynamic IP addressing. When DHCP is used for external PDN assigned addressing and parameter configuration, the PDN GW shall act as the DHCP server towards the UE and it shall act as the DHCP client towards the external DHCP server. The Serving GW does not have any DHCP functionality. It forwards all packets to and from the UE including DHCP packets as normal.

Editor's note:
It is FFS if additional security measures need to be taken in the case of DHCPv4 and DHCPv6.

IPv6 Stateless Address autoconfiguration [18] is the basic mechanism to allocate /64 IPv6 prefix to the UE. Alternatively shorter than /64 IPv6 prefix delegation via DHCPv6, RFC 3633 [21] may be provided, if it is supported by the PDN-GW. When DHCPv6 prefix delegation is not supported the UE should use stateless address autoconfiguration RFC 4862 [18].

During the attach procedure and default bearer establishment, the PDN GW sends the IPv6 prefix and Interface Identifier to the SGW, and then the S-GW forwards the IPv6 prefix and Interface Identifier to the MME or to the SGSN. The MME or the SGSN forwards the IPv6 Interface Identifier to the UE. Even if the UE receives the IPv6 prefix in the Attach Accept message, it shall ignore it.

Editor's note:
It is a stage 3 matter if the MME or the Rel-8 SGSN forwards the whole IPv6 address or only the Interface Identifier to the UE.

********** NEXT MODIFIED SECTION *********

5.3.2.1
E-UTRAN Initial Attach

A UE/user needs to register with the network to receive services that require registration. This registration is described as Network Attachment. The always-on IP connectivity for UE/users of the EPS is enabled by establishing a default EPS bearer during Network Attachment. The PCC rules applied to the default EPS bearer may be predefined in the PDN GW and activated in the attachment by the PDN GW itself. The Attach procedure may trigger one or multiple Dedicated Bearer Establishment procedures to establish dedicated EPS bearer(s) for that UE. During the attach procedure, the UE may request for an IP address allocation. Terminals utilising only IETF based mechanisms for IP address allocation are also supported.

During the Initial Attach procedure the Mobile Equipment Identity may be obtained from the UE. The MME operator may check the ME Identity with an EIR. At least in roaming situations, the MME should pass the ME Identity to the HSS, and, if a PDN-GW outside of the VPLMN, should pass the ME Identity to the PDN-GW.
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Figure 5.3.2.1-1: Attach procedure

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A), (B), and (C) are defined in TS 23.402 [2]. Steps 6, 9, 13, 14 and 15 concern GTP based S5/S8.

NOTE 2:
The Serving GWs and PDN GWs involved in steps 6 and/or 9 may be to different to those in steps 12 to 16.

1.
The UE initiates the Attach procedure by the transmission of an Attach Request (IMSI or old GUTI, last visited TAI (if available), UE Network Capability, PDN Address Allocation, Protocol Configuration Options, Attach Type, KSI, NAS sequence number, NAS-MAC) message together with an indication of the Selected Network to the eNodeB. IMSI shall be included if the UE does not have a valid GUTI available. If the UE has a valid GUTI, it shall be included. If available, the last visited TAI shall be included in order to help the MME produce a good list of TAIs for any subsequent Attach Accept message. Selected Network indicates the PLMN that is selected for network sharing purposes. UE Network Capability is described in clause "UE capabilities". If the UE has valid security parameters, the Attach Request message shall be integrity protected by the NAS-MAC in order to allow validation of the UE by the MME. KSI is included if the UE has valid security parameters. NAS sequence number indicates the sequential number of the NAS message. Furthermore, the UE may cipher the parts of the Attach Request message that require ciphering (it is FFS whether there are any such parts). If the UE does not have a valid NAS security association, then the Attach Request message is neither integrity protected nor ciphered. In this case the security association is established in step 5a. The UE network capabilities indicate also the supported NAS and AS security algorithms. The PDN Address Allocation indicates whether the UE wants to perform the IP address allocation during the attach procedure and, when known, it indicates the UE IP version capability (IPv4, IPv4/IPv6, IPv6), which is the capability of the IP stack associated with the UE. Protocol Configuration Options (PCO) are used to transfer parameters between the UE and the PDN GW, and are sent transparently through the MME and the Serving GW. Attach Type indicates "Handover" when the UE has already an activated PDN GW/HA due to mobility with non-3GPP accesses.

Editor's note:
It's assumed that all the radio capabilities of the UE that the eNodeB has to know in order to handle radio resources for this UE are send to eNodeB upon RRC connection establishment.

2.
The eNodeB derives the MME from the GUTI and from the indicated Selected Network. If that MME is not associated with the eNodeB, the eNodeB selects an MME as described in clause 4.3.8.3 on "MME selection function". The eNodeB forwards the Attach Request message to the new MME contained in a S1-MME control message (Initial UE message) together with the Selected Network and an indication of the E-UTRAN Area identity, a globally unique E-UTRAN ID of the cell from where it received the message to the new MME.

3.
If the UE identifies itself with GUTI and the MME has changed since detach, the new MME sends an Identification Request (old GUTI, complete Attach Request message) to the old MME to request the IMSI. If the S-TMSI and old TAI identifies an SGSN, the message shall be sent to the old SGSN. The old MME/SGSN responds with Identification Response (IMSI, Authentication Quintets, NAS security context). If the UE is not known in the old MME/SGSN or if the integrity check for the Attach Request message fails, the old MME/SGSN responds with an appropriate error cause.

4.
If the UE is unknown in both the old MME/SGSN and new MME, the new MME sends an Identity Request to the UE to request the IMSI. The UE responds with Identity Response (IMSI).

5a
If no UE context for the UE exists anywhere in the network, if the Attach Request (sent in step 1) was not integrity protected, or if the check of the integrity failed, then authentication and NAS security setup are mandatory. Otherwise it is optional. The authentication and NAS security setup functions are defined in clause 5.3.10 on "Security Function".

5b.
The ME Identity shall be retrieved from the UE at Initial Attach when Attach Type does not indicate handover. Otherwise it is optional. The ME identity shall be transferred encrypted. The MME may send the ME Identity Check Request (ME Identity, IMSI) to the EIR. The EIR shall respond with ME Identity Check Ack (Result). Dependent upon the Result, the MME decides whether to continue with this Attach procedure or to reject the UE.

Editor's note:
It is FFS whether NAS security setup and ME identity retrieval can be combined in the case when both procedures are to be performed.

6.
If there are active bearer contexts in the new MME for this particular UE (i.e. the UE re-attaches to the same MME without having properly detached before), the new MME deletes these bearer contexts by sending Delete Bearer Request (TEIDs) messages to the GWs involved. The GWs acknowledge with Delete Bearer Response (TEIDs) message. If a PCRF is deployed, the PDN GW interacts with the PCRF to indicate that resources have been released
7.
If the MME has changed since the last detach, or if there is no valid subscription context for the UE in the MME, or if the ME identity has changed, the MMEsends an Update Location (MME Identity, IMSI, ME Identity) to the HSS.

8.
The HSS sends Cancel Location (IMSI, Cancellation Type) to the old MME with Cancellation Type set to Update Procedure. The old MME acknowledges with Cancel Location Ack (IMSI) and removes the MM and bearer contexts.

9.
If there are active bearer contexts in the old MME for this particular UE, the old MME deletes these bearer contexts by sending Delete Bearer Request (TEIDs) messages to the GWs involved. The GWs return Delete Bearer Response (TEIDs) message to the old MME. If a PCRF is deployed, the PDN GW interacts with the PCRF to indicate that resources have been released.
10.
The HSS sends Insert Subscriber Data (IMSI, Subscription Data) message to the new MME. The Subscription Data contains the list of all APNs that the UE is permitted to access, an indication about which of those APNs is the Default APN, and the 'EPS subscribed QoS profile' (see clause 4.7.3) for each permitted APN. The new MME validates the UE's presence in the (new) TA. If due to regional subscription restrictions or access restrictions the UE is not allowed to attach in the TA, the new MME rejects the Attach Request with an appropriate cause, and may return an Insert Subscriber Data Ack message to the HSS. If subscription checking fails for other reasons, the new MME rejects the Attach Request with an appropriate cause and returns an Insert Subscriber Data Ack message to the HSS including an error cause. If all checks are successful then the new MME constructs a context for the UE and returns an Insert Subscriber Data Ack message to the HSS. The Default APN shall be used for the remainder of this procedure.

11.
The HSS acknowledges the Update Location message by sending an Update Location Ack to the new MME. If the Update Location is rejected by the HSS, the new MME rejects the Attach Request from the UE with an appropriate cause.

12.
If the PDN subscription context contains no PDN GW address the new MME selects a PDN GW as described in clause PDN GW selection function. If the PDN subscription profile contains a PDN GW address and the Attach Type does not indicate "Handover" the MME may select a new PDN GW as described in clause PDN GW selection function, e.g. to allocate a PDN GW that allows for more efficient routing. The new MME selects a Serving GW as described in clause 4.3.8.2 on Serving GW selection function and allocates an EPS Bearer Identity for the Default Bearer associated with the UE. Then it sends a Create Default Bearer Request (IMSI, MSISDN, MME Context ID, PDN GW address, APN, RAT type, Default Bearer QoS, PDN Address Allocation, AMBR, EPS Bearer Identity, Protocol Configuration Options, ME Identity, User Location Information (ECGI), Serving Network) message to the selected Serving GW. The RAT type is provided in this message for the later PCC decision. The AMBR applied to the relevant PDN access is also provided in this message. The MSISDN is included if provided in the subscription data from the HSS.

Editor's note:
It is FFS how static IP address allocation is managed.

13.
The Serving GW creates a new entry in its EPS Bearer table and sends a Create Default Bearer Request (IMSI, MSISDN, APN, Serving GW Address for the user plane, Serving GW TEID of the user plane, Serving GW TEID of the control plane, RAT type, Default Bearer QoS, PDN Address Allocation, AMBR, EPS Bearer Identity, Protocol Configuration Options, ME Identity, User Location Information (ECGI), Serving Network) message to the PDN GW indicated by the PDN GW address received in the previous step. After this step, the Serving GW buffers any downlink packets it may receive from the PDN GW until receives the message in step 21 below. The MSISDN is included if received from the MME.

14.
If dynamic PCC is deployed, the PDN GW interacts with the PCRF to get the default PCC rules for the UE. This may lead to the establishment of a number of dedicated bearers following the procedures defined in clause 5.4.1 in association with the establishment of the default bearer, which is described in Annex F.


The IMSI, UE IP address, User Location Information (ECGI), Serving Network, RAT type, AMBR, Default Bearer QoS are provided to the PCRF by the PDN GW if received by the previous message. The User Location Information is used for location based charging.

NOTE:
While the PDN GW/PCEF may be configured to activate predefined PCC rules for the default bearer, the interaction with the PCRF is still required to provide e.g. the UE IP address information to the PCRF.


If dynamic PCC is not deployed, the PDN GW may apply local QoS policy.

Editor's note: 
It is FFS if the AMBR shall be sent to the PCRF, and if the PCRF is allowed to change the value of the AMBR.

Editor's note:
The parameters used for User Location Information are FFS.

Editor's note:
It is FFS which kind of information will be provided by the PCRF.

15.
The PDN GW returns a Create Default Bearer Response (PDN GW Address for the user plane, PDN GW TEID of the user plane, PDN GW TEID of the control plane, PDN Address Information, EPS Bearer Identity, Protocol Configuration Options, UL TFT) message to the Serving GW. PDN Address Information is included if the PDN GW allocated a PDN address Based on PDN Address Allocation received in the Create Default Bearer Request. PDN Address Information contains an IPv4 address for IPv4 and/or an IPv6 prefix and an Interface Identifier for IPv6. The PDN GW takes into account the UE IP version capability indicated in the PDN Address Allocation and the policies of operator when the PDN GW allocates the PDN Address Information. Whether the IP address is negotiated by the UE after completion of the Attach procedure, this is indicated in the Create Default Bearer Response. The IP address allocation details are described in the clause 5.3.1 "IP Address Allocation".

16.
The Serving GW returns a Create Default Bearer Response (PDN Address Information, Serving GW address for User Plane, Serving GW TEID for User Plane, Serving GW Context ID, EPS Bearer Identity, PDN GW addresses and TEIDs (GTP-based S5/S8) or GRE keys (PMIP-based S5/S8) at the PDN GW(s) for uplink traffic, Protocol Configuration Options, UL TFT) message to the new MME. PDN Address Information is included if it was provided by the PDN GW.

17.
The new MME sends an Attach Accept (APN, GUTI, PDN Address Information, TAI List, EPS Bearer Identity, Session Management Configuration IE, Protocol Configuration Options, KSI, NAS sequence number, NAS-MAC, NAS security algorithm) message to the eNodeB. GUTI is included if the new MME allocates a new GUTI. This message is contained in an S1_MME control message Initial Context Setup Request. This S1 control message also includes the AS security context information for the UE, the Handover Restriction List, the bearer level QoS parameters, EPS Bearer Identity and the AMBR associated with the PDN Address Information, and QoS information needed to set up the radio bearer, as well as the TEID at the Serving GW used for user plane and the address of the Serving GW for user plane. The PDN address information, if assigned by the PDN GW, is included in this message. If the UE has UTRAN or GERAN capabilities, the MME uses the EPS bearer QoS information to derive the corresponding PDP context parameters QoS Negotiated (R99 QoS profile), Radio Priority and Packet Flow Id and includes them in the Session Management Configuration. If the UE indicated in the UE Network Capability it does not support BSS packet flow procedures, then the MME shall not include the Packet Flow Id. Handover Restriction List is described in clause 4.3.5.7 "Mobility Restrictions". The UL TFT shall be included in the Session Management Configuration IE.


NAS security algorithm indicates the NAS algorithm selected by the MME. This information element shall not be ciphered. The MME starts using the indicated NAS security algorithm with this NAS message.

18.
The eNodeB sends the RRC Connection Reconfiguration message including the EPS Radio Bearer Identity to the UE, and the Attach Accept message  will be sent along to the UE. The UE shall store the QoS Negotiated, Radio Priority, Packet Flow Id, which it received in the Session Management Configuration, for use when accessing via GERAN or UTRAN. The UE shall ignore the IPv6 prefix information in PDN Address Information. The APN is provided to the UE to notify it of the APN for which the activated default bearer is associated. The UE uses the uplink packet filter (UL TFT) to determine the mapping of uplink packets to the radio bearer. For further details, see TS 36.331 [37].

NOTE:
The IP address allocation details are described in the clause 5.3.1 "IP Address Allocation".

19.
The UE sends the RRC Connection Reconfiguration Complete message to the eNodeB. This message includes the Attach Complete (EPS Bearer Identity, NAS sequence number, NAS-MAC) message. For further details, see TS 36.331 [37]. With the Attach Complete message the UE starts using the NAS security algorithm indicated by the MME, i.e. the Attach Complete message shall be protected by the NAS security algorithm indicated by the MME.

20.
The eNodeB forwards the Attach Complete message to the new MME in an S1 control message. This S1 control message includes the TEID of the eNodeB and the address of the eNodeB used for downlink traffic on the S1_U reference point.


After the Attach Accept message and once the UE has obtained a PDN Address Information, the UE can then send uplink packets towards the eNodeB which will then be tunnelled to the Serving GW and PDN GW.

21.
The new MME sends an Update Bearer Request (eNodeB address, eNodeB TEID) message to the Serving GW.

22.
The Serving GW acknowledges by sending Update Bearer Response (EPS Bearer Identity) message to the new MME. The Serving GW can then send its buffered downlink packets.

23.
After the MME receives Update Bearer Response (EPS Bearer Identity) message, if an EPS bearer was established and the subscription data indicates that the user is allowed to perform handover to non-3GPP accesses, and if the MME selected a PDN GW that is different from the PDN GW address which was indicated by the HSS in the PDN subscription context, the MME shall send an Update Location Request including the APN and PDN GW address to the HSS for mobility with non-3GPP accesses.

24.
The HSS stores the APN and PDN GW address pair and sends an Update Location Response to the MME.

********** NEXT MODIFIED SECTION *********

5.3.3.1
Tracking Area Update procedure with MME and Serving GW change
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Figure 5.3.3.1-1: Tracking Area Update procedure with MME and Serving GW change

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Steps 9 and 10 concern GTP based S5/S8.

1.
The UE detects a change to a new TA by discovering that its current TAI is not in the list of TAIs that the UE registered with the network.

2.
The UE initiates the TAU procedure by sending a TAU Request (old GUTI, last visited TAI, active flag, EPS bearer status, KSI, NAS sequence number, NAS-MAC) message together with an indication of the Selected Network to the eNodeB. The old GUTI shall be included. The last visited TAI shall be included in order to help the MME produce a good list of TAIs for any subsequent TAU Accept message. Selected Network indicates the network that is selected. Active flag is a request by UE to activate the radio and S1 bearers for all the active EPS Bearers by the TAU procedure when the UE is in ECM-IDLE state. The EPS bearer status that indicates each EPS bearer that is active in the UE. If the UE has valid security parameters, the TAU Request message shall be integrity protected by the NAS-MAC in order to allow validation of the UE by the MME. KSI is included if the UE has valid security parameters. NAS sequence number indicates the sequential number of the NAS message.

3.
The eNodeB derives the MME from the GUTI and from the indicated Selected Network. If that MME is not associated with that eNodeB,the eNodeB selects an MME as described in clause 4.3.8.3 on "MME Selection Function".


The eNodeB forwards the TAU Request message together with an indication of the E-UTRAN Area Identity, a globally unique E-UTRAN ID, of the cell from where it received the message and with the Selected Network to the new MME.

4.
The new MME sends a Context Request (old GUTI, complete TAU Request message) message to the old MME to retrieve user information. The new MME derives the old MME from the GUTI. If the new MME indicates that it has authenticated the UE or if the old MME correctly validates the UE, then the old MME starts a timer.

5.
The old MME responds with a Context Response (MME context (e.g. IMSI, MSISDN, Authentication Quintets, bearer contexts, Serving GW signalling Address and TEID(s)) message. The PDN GW Address and TEID(s) (for GTP-based S5/S8) or GRE Keys (PMIP-based S5/S8 at the PDN GW(s) for uplink traffic) is part of the Bearer Context. If the UE is not known in the old MME or if the integrity check for the TAU Request message fails, the old MME responds with an appropriate error cause. The MSISDN is included if the old MME has it stored for that UE.

6.
If the integrity check of TAU Request message (sent in step 2) failed, then authentication is mandatory. The authentication functions are defined in clause 5.3.10 on "Security Function". Ciphering procedures are described in clause 5.3.10 on "Security Function". If GUTI allocation is going to be done and the network supports ciphering, the NAS messages shall be ciphered.

7.
The new MME determines whether to relocate the Serving GW or not. The Serving GW is relocated when the old Serving GW cannot continue to serve the UE. The new MME may also decide to relocate the Serving GW in case a new Serving GW is expected to serve the UE longer and/or with a more optimal UE to PDN GW path, or in case a new Serving GW can be co-located with the PDN GW.  Selection of a new Serving GW is performed according to clause 4.3.8.2 on "Serving GW selection function".


The new MME sends a Context Acknowledge (Serving GW change indication) message to the old MME. Serving GW change indication indicates a new Serving GW has been selected. The old MME marks in its context that the information in the GWs and the HSS are invalid. This ensures that the old MME updates the GWs and the HSS if the UE initiates a TAU procedure back to the old MME before completing the ongoing TAU procedure. If the security functions do not authenticate the UE correctly, then the TAU shall be rejected, and the new MME shall send a reject indication to the old MME. The old MME shall continue as if the Identification and Context Request was never received.

8.
The MME constructs an MM context for the UE. The MME verifies the EPS bearer status received from the UE with the bearer contexts received from the old MME and releases any network resources related to EPS bearers that are not active in the UE. If there is no PDP context suitable for default bearer or no PDP context at all, the MME rejects the TAU Request. If the new MME selected a new Serving GW it sends a Create Bearer Request (IMSI, bearer contexts, MME Context ID) message to the selected new Serving GW. The PDN GW address is indicated in the bearer Contexts.

Editor's note:
It is FFS whether a TAU Accept can be done instead with an indication that default bearer is not established.

9.
The new Serving GW sends the message Update Bearer Request (Serving GW Address, Serving GW Tunnel Endpoint Identifier) to the PDN GW concerned.

10.
The PDN GW updates its bearer contexts and returns an Update Bearer Response (MSISDN, PDN GW address and TEID(s)) message. The MSISDN is included if the PDN GW has it stored in its UE context.

11.
The Serving GW updates its bearer context. This allows the Serving GW to route bearer PDUs to the PDN GW when received from eNodeB.


The Serving GW returns a Create Bearer Response (MME Context ID, Serving GW address and TEID for user plane, Serving GW Context ID) message to the new MME.

12.
The new MME sends an Update Location (MME Identity, IMSI) message to the HSS.

13.
The HSS sends the message Cancel Location (IMSI, Cancellation Type) to the old MME with Cancellation Type set to Update Procedure.

14.
If the timer started in step 4 is not running, the old MME removes the MM context. Otherwise, the contexts are removed when the timer expires. It also ensures that the MM context is kept in the old MME for the case the UE initiates another TAU procedure before completing the ongoing TAU procedure to the new SGSN. The old MME acknowledges with the message Cancel Location Ack (IMSI).

15.
The HSS sends Insert Subscriber Data (IMSI, Subscription Data) to the new MME. The new MME validates the UE's presence in the (new) TA. If due to regional subscription restrictions or access restrictions the UE is not allowed to be attached in the TA, the MME rejects the Tracking Area Update Request with an appropriate cause to the UE, and may return an Insert Subscriber Data Ack (IMSI, MME Area Restricted) message to the HSS. If all checks are successful, the MME constructs an MM context for the UE and returns an Insert Subscriber Data Ack (IMSI) message to the HSS.

16.
The HSS acknowledges the Update Location message by sending an Update Location Ack to the new MME. If the Update Location is rejected by the HSS, the new MME rejects the Attach Request from the UE with an appropriate cause.

17.
When the old MME removes the MM context and it receives the Serving GW change indication in the Context Acknowledge message, the old MME deletes the EPS bearer resources by sending Delete Bearer Request (Cause, TEID) messages to the Serving GW. Cause indicates to the old Serving GW that the old Serving GW shall not initiate a delete procedure towards the PDN GW. If the Serving GW has not changed, the old MME does not delete the bearers. If the MME has not changed, step 11 triggers the release of EPS bearer resources when a new Serving GW is allocated.

18.
The Serving GW acknowledges with Delete Bearer Response (TEID) messages.

19.
The new MME validates the UE's presence in the (new) TA, after it has received valid and updated subscription data. If due to regional subscription restrictions or access restrictions the UE is not allowed to attach in the TA, the MME rejects the TAU Request with an appropriate cause. If subscription checking fails for other reasons, the MME rejects the TAU Request with an appropriate cause. If all checks are successful then the MME sends a TAU Accept (GUTI, TAI list, EPS bearer status, KSI, NAS sequence number, NAS-MAC, NAS security algorithm) message to the UE. If the active flag is set the MME may provide the eNodeB with Handover Restriction List. GUTI is included if the MME allocates a new GUTI. If the "active flag" is set in the TAU Request message the user plane setup procedure can be activated in conjunction with the TAU Accept message. The procedure is described in detail in TS 36.300 [5]. The message sequence should be the same as for the UE triggered Service Request procedure specified in clause 5.3.4.1 from the step when MME establishes the bearer(s). The MME indicates the EPS bearer status IE to the UE. The UE removes any internal resources related to bearers that are not marked active in the received EPS bearer status. Handover Restriction List is described in clause 4.3.5.7 "Mobility Restrictions".


NAS security algorithm indicates the NAS algorithm selected by the MME. This information element shall not be ciphered. The MME starts using the indicated NAS security algorithm with this NAS message

20.
If GUTI or NAS security algorithm was included in the TAU Accept, the UE acknowledges the received message by returning a TAU Complete message to the MME. If NAS security algorithm was included in the TAU Accept, the NAS sequence number and NAS-MAC message shall be included in the TAU Complete. With the TAU Complete message the UE starts using the NAS security algorithm indicated by the MME, i.e. the TAU Complete message shall be protected by the NAS security algorithm indicated by the MME.


When the "Active flag" is not set in the TAU Request message and the Tracking Area Update was not initiated as the part of the handover, the new MME releases the signalling connection with UE, according to the clause 5.3.5.

NOTE 2:
The new MME may initiate RAB establishment after execution of the security functions, or wait until completion of the TA update procedure. For the UE, RAB establishment may occur anytime after the TA update request is sent.

In the case of a rejected tracking area update operation, due to regional subscription, roaming restrictions, or access restrictions (see TS 23.221 [27] and TS 23.008 [28]) the new MME shall not construct a bearer context. A reject shall be returned to the UE with an appropriate cause. The UE shall not re-attempt a tracking area update to that TA. The TAI value shall be deleted when the UE is powered up. It is FFS whether the TAI value being deleted until power up as specified both here and in TS 23.060 [7] is correct.
The new MME shall determine the Maximum APN restriction based on the received APN Restriction of each bearer context from the P-GW and then store the new Maximum APN restriction value.

If the new MME is unable to support the same number of active bearer contexts as received from old SGSN, the new MME should use the prioritisation sent by the old SGSN as input when deciding which bearer contexts to maintain active and which ones to delete. In any case, the new MME shall first update all contexts in one or more P-GWs and then deactivate the context(s) that it cannot maintain as described in subclause "MME Initiated Dedicated Bearer Deactivation Procedure". This shall not cause the MME to reject the tracking area update.

NOTE 3:
In case MS (UE) was in PMM-CONNECTED state the PDP Contexts are sent already in the Forward Relocation Request message as described in subclause "Serving RNS relocation procedures" of TS 23.060 [7].

If the tracking area update procedure fails a maximum allowable number of times, or if the MME returns a Tracking Area Update Reject (Cause) message, the UE shall enter EMM DEREGISTERED state.

********** NEXT MODIFIED SECTION *********

5.3.3.2
E-UTRAN Tracking Area Update without SGW Change

The Tracking Area Update procedure takes place when a UE that is registered with an MME and/or a SGSN selects an E-UTRAN cell. The procedure is initiated by the UE if the UE changes thereby to a Tracking Area that the UE has not yet registered with the network or if the P-TMSI update status is "not updated" due to bearer configuration modifications performed between UE and SGSN when ISR is activated. This procedure is initiated by an ECM-IDLE state UE and may also be initiated if the UE is in ECM-CONNECTED state. The procedure also takes place when a UE registered with a 3G-SGSN in PMM_CONNECTED state selects an E-UTRAN cell regardless whether ISR is activated. The cell selection for UTRAN is described in TS 25.304 [12] and TS 25.331 [33].

Editor's note:
The URA-PCH handling needs to be shown in the steps below.

This TA update case is illustrated in Figure 5.3.3.2-1.
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Figure 5.3.3.2-1: E-UTRAN Tracking Area Update without SGW change

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A) are defined in TS 23.402 [2]. Steps 12 and 14 concern GTP based S5/S8.

1.
The UE selects an E-UTRAN cell of a Tracking Area which is not in the UE's list of TAI's that the UE registered with the network.

2.
The UE initiates a TAU procedure by sending a Tracking Area Update Request (UE Network Capability, active flag, old RAI, old P-TMSI, EPS bearer status, Update Type, old GUTI, P-TMSI signature) message together with an indication of the Selected Network to the eNodeB. Selected Network indicates the network that is selected. Active flag is a request by the UE to activate the radio and S1 bearers for all the active EPS Bearers by the TAU procedure. Old GUTI is included if the UE holds a valid GUTI. Old RAI and old P-TMSI are included if the UE holds a valid P-TMSI. The EPS bearer status indicates each EPS bearer that is active within the UE. Update Type is set to "ISR sync" when the UE has performed 2G/3G PDP context setup/modification/release procedures and there was no signalling with the MME yet. The UE's ISR capability is included in the UE Network Capability element.

3.
The eNodeB derives the MME from the old GUMMEI (contained within the old GUTI) and the indicated Selected Network. If that GUMMEI is not associated with the eNodeB, or the GUMMEI is not available, the eNodeB selects the MME as described in clause 4.3.8.3 on "MME Selection Function". The eNodeB forwards the TAU Request message together with the ECGI of the cell from where it received the message and with the Selected Network to the MME.

Editor's Note:
It is FFS how the S-TMSI and P-TMSI handling is performed to let RAN select the same CN node for GERAN/UTRAN access as for E-UTRAN access, this to support co-location of the MME function and the SGSN function in one node.

Editor's Note:
It is FFS whether and how an S-TMSI is derived from the P-TMSI. It is also FFS whether this facilitates the collocated MME/SGSN or whether additional information is used for this.

4.
If the UE provided a GUTI, the new MME sends a Context Request (old GUTI, MME Address, P-TMSI signature) message to the old MME to retrieve the user information. The MME derives the old MME from the old GUTI. If the new MME indicates that it has authenticated the UE or if the old MME authenticates the UE, the old MME starts a timer.

Editor's note:
It is FFS how the old MME validates the TAU Request.

5.
The old MME responds with a Context Response (Context) message. Bearer contexts, PDN GW Address, and Serving GW Address are part of the Context. The Bearer contexts shall be sent in a prioritized order, i.e. the most important Bearer context first. The prioritization method is implementation dependent, but should be based on the current activity.

NOTE 2:
Assigning the highest priority to the Bearer context without TFT could be done to get service continuity for all ongoing services regardless of the number of supported EPS bearers in the UE and network.


The MME shall ignore the UE Network Capability contained in the Context of Context Response only when it has previously received an UE Network Capability in the Tracking Area Update Request. If the UE is not known in the old MME, the old MME responds with an appropriate error cause.

6.
If the UE provided a P-TMSI and the Update Type is "ISR synch" or if the UE provided a P-TMSI and no GUTI and the MME wants to activate ISR the new MME sends an SGSN Context Request (old RAI, old P-TMSI, IMSI, UE Validated, MME Address) message to the old SGSN to retrieve the user information. The new MME derives the old SGSN from the old RAI and old P-TMSI, i.e. the new MME supports the related functionality for Intra Domain Connection of RAN Nodes to Multiple CN Nodes. P-TMSI Signature is used by the SGSN for integrity check. UE Validated indicates that the new MME has authenticated the UE. If the new MME indicates that it has authenticated the UE or if the old SGSN authenticates the UE, the old SGSN starts a timer.

Editor's Note:
It is FFS how the old MME validates the Context Request.

7.
The old SGSN responds with an SGSN Context Response (SGSN context (e.g. IMSI, Authentication Quintets, PDP contexts, Serving GW signalling Address and TEID(s), ISR) message. PDN GW Address and Serving GW Address are part of the PDP contexts. If the UE is not known in the old SGSN, the old SGSN responds with an appropriate error cause. ISR indicates that the old SGSN is capable to establish ISR for the UE. The PDP contexts shall be sent in a prioritized order, i.e. the most important PDP context first. The prioritization method is implementation dependent, but should be based on the current activity. The new MME shall ignore the UE Network Capability contained in SGSN Context of Context Response when it has previously received an UE Network Capability in the Tracking Area Request.

NOTE 3:
Assigning the highest priority to the PDP context without TFT could be done to get service continuity for all ongoing services regardless of the number of supported EPS bearers in the UE and network.

8.
Security functions may be executed. Procedures are defined in the clause 5.3.10 on "Security Function" .

9.
The MME sends a Context Acknowledge message to the old MME. The old MME marks in its context that the information in the GWs and the HSS are invalid. This ensures that the MME updates the GWs and the HSS if the UE initiates a TAU procedure back to the MME before completing the ongoing TAU procedure.


If the security functions do not authenticate the UE correctly, then the TAU shall be rejected, and the MME shall send a reject indication to the old MME. The old MME shall continue as if the Identification and Context Request was never received.

10.
The MME sends an SGSN Context Acknowledge (ISR) message to the old SGSN. Unless ISR is indicated by the MME the old SGSN marks in its context that the information in the GWs and the HSS are invalid. This ensures that the SGSN updates the GWs and the HSS if the UE initiates a RAU procedure back to the SGSN before completing the ongoing TAU procedure. ISR indicates to the old SGSN that it shall maintain the UE's contexts and the SGSN stops the timer started in step 6.


If the security functions do not authenticate the UE correctly, then the TAU shall be rejected, and the MME shall send a reject indication to the old SGSN. The old SGSN shall continue as if the Identification and Context Request was never received.

10b.
Forwarding occurs if applicable.

Editor's note:
It is FFS if data forwarding needs to be avoided for this procedure.

11.
If the UE indicated update type "ISR synch" or if the UE indicated no GUTI the new MME adopts the bearer contexts received from the SGSN as the UE's EPS bearer contexts to be maintained by the new MME. The new MME maps the PDP contexts to the EPS bearers 1-to-1 and maps the pre-Rel-8 QoS parameter values of a PDP context to the EPS QoS parameter values of an EPS bearer as defined in Annex E. The MME establishes the EPS bearer(s) in the indicated order. The MME deactivates the EPS bearers which cannot be established.


The new MME verifies EPS bearer status received from UE with the EPS bearer contexts it maintains and releases any network resources related to EPS bearers that are not active in the UE. If there is no PDP context suitable for default bearer or no PDP context at all, the MME rejects the TAU Request. The new MME sends an Update Bearer Request (new MME address and TEID, QoS Negotiated, Serving network identity, ISR) message to the Serving GW. The PDN GW address is indicated in the bearer contexts. The information element ISR indicates whether ISR is established.
Editor's note:
It is FFS whether a TAU Accept can be done instead with an indication that default bearer is not established.

12.
The Serving GW informs the PDN GW(s) about the change of for example the RAT type that e.g. can be used for charging, by sending the message Update Bearer Request (Serving GW Address and TEID, RAT type) to the PDN GW(s) concerned.

13.
If dynamic PCC is deployed, and RAT type information needs to be conveyed from the PDN GW to the PCRF, then the PDN GW shall send RAT type information to the PCRF.

NOTE 3:
The PDN GW does not need to wait for the PCRF response, but continues in the next step. If the PCRF response leads to an EPS bearer modification the PDN GW should initiate a bearer update procedure.

14.
The PDN GW updates its context field to allow DL PDUs to be routed to the correct Serving GW. PDN GW returns an Update Bearer Response (PDN GW address and TEID, MSISDN) to the Serving GW. The MSISDN is included if the PDN GW has it stored in its UE context.

15.
The Serving GW updates its bearer context. This allows the Serving GW to route Bearer PDUs to the PDN GW when received from eNodeB. The Serving GW returns an Update Bearer Response (Serving GW address and TEID, PDN GW Address and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic) message to the new MME.

Editor's note:
It is FFS whether the same SGW address and TEIDs are used for S4 and S1 or whether separate parameters are needed.

16.
The new MME informs the HSS of the change of MME by sending an Update Location (MME Id, IMSI) message to the HSS.

17.
The HSS sends a Cancel Location (IMSI, Cancellation type) message to the old MME with a Cancellation Type set to Update Procedure.

18.
If the UE is Iu Connected, the old SGSN sends an Iu Release Command message to the RNC.

19.
The RNC responds with an Iu Release Complete message.

20.
If the timer started in step 4 is not running, the old MME removes the MM context. Otherwise, the contexts are removed when the timer expires. It also ensures that the MM context is kept in the old MME for the case the UE initiates another TAU procedure before completing the ongoing TAU procedure to the new MME. The old MME acknowledges with a Cancel Location Ack (IMSI) message.


If the timer started in step 6 is not running and ISR was not indicated by the MME, the old SGSN removes the MM context. Otherwise, the contexts are removed when the timer expires. It also ensures that the MM context is kept in the old SGSN for the case the UE initiates another RAU procedure before completing the ongoing TAU procedure to the new MME.

21.
The HSS sends Insert Subscriber Data (IMSI, Subscription Data) to the new MME. The new MME validates the UE's presence in the (new) TA. If due to regional subscription restrictions or access restrictions the UE is not allowed to be attached in the TA, the MME rejects the Tracking Area Update Request with an appropriate cause to the UE, and may return an Insert Subscriber Data Ack (IMSI, MME Area Restricted) message to the HSS. If all checks are successful, the MME constructs an MM context for the UE and returns an Insert Subscriber Data Ack (IMSI) message to the HSS.

22.
The HSS acknowledges the Update Location by returning an Update Location Ack (IMSI) message to the new MME after the cancelling of the old MME context is finished. If the Update Location is rejected by the HSS, the MME rejects the TAU Request from the UE with an appropriate cause sent in the TAU Reject message to the UE.

23.
The new MME responds to the UE with a Tracking Area Update Accept (GUTI, TAI-list, EPS bearer status, ISR) message. If the active flag is set the Handover Restriction List may be sent to eNodeB as eNodeB handles the roaming restrictions and access restrictions in the Intra E-UTRAN case. If the "active flag" is set in the TAU Request message the user plane setup procedure is activated in conjunction with the TAU Accept message. The procedure is described in detail in TS 36.300 [5]. The message sequence should be the same as for the UE triggered Service Request procedure specified in clause 5.3.4.1 from the step when MME establish the bearers(s). The EPS bearer status indicates the active bearers in the network. The UE removes any internal resources related to bearers not marked active in the received EPS bearer status. ISR indicates to the UE that its P-TMSI and RAI remain registered with the network and remain valid in the UE. If ISR is not indicated the UE sets in its internal data the update status of the P-TMSI to "not updated". Handover Restriction List is described in clause 4.3.5.7 "Mobility Restrictions".

24.
If the GUTI was changed the UE acknowledges the new GUTI by returning a Tracking Area Update Complete message to the MME.

NOTE 4:
The new MME may initiate RAB establishment after execution of the security functions, or wait until completion of the TA update procedure. For the UE, RAB establishment may occur anytime after the TA update request is sent.

In the case of a rejected tracking area update operation, due to regional subscription, roaming restrictions, or access restrictions (see TS 23.221 [27] and TS 23.008 [28]) the new MME shall not construct a bearer context. A reject shall be returned to the UE with an appropriate cause. The UE shall not re-attempt a tracking area update to that TA. The TAI value shall be deleted when the UE is powered up. It is FFS whether the TAI value being deleted until power up as specified both here and in TS 23.060 [7] is correct.
If the new MME is unable to update the bearer context in one or more P-GWs, the new MME shall deactivate the corresponding bearer contexts as described in subclause "MME Initiated Dedicated Bearer Deactivation Procedure". This shall not cause the MME to reject the tracking area update.

The new MME shall determine the Maximum APN restriction based on the received APN Restriction of each bearer context from the P-GW and then store the new Maximum APN restriction value.

If the new MME is unable to support the same number of active bearer contexts as received from old SGSN, the new MME should use the prioritisation sent by old SGSN as input when deciding which bearer contexts to maintain active and which ones to delete. In any case, the new MME shall first update all contexts in one or more P-GWs and then deactivate the context(s) that it cannot maintain as described in subclause "MME Initiated Dedicated Bearer Deactivation Procedure". This shall not cause the MME to reject the tracking area update.

NOTE 5:
In case MS (UE) was in PMM-CONNECTED state the PDP Contexts are sent already in the Forward Relocation Request message as described in subclause "Serving RNS relocation procedures" of TS 23.060 [7].

If the tracking area update procedure fails a maximum allowable number of times, or if the MME returns a Tracking Area Update Reject (Cause) message, the UE shall enter EMM DEREGISTERED state.

If the Update Location Ack message indicates a reject, this should be indicated to the UE, and the UE shall not access non-PS services until a successful location update is performed.

********** NEXT MODIFIED SECTION *********

5.3.3.3
Routeing Area Update with MME interaction and without SGW change

The Routeing Area Update without SGW change procedure takes place when a UE that is registered with an MME selects a UTRAN or GERAN cell and the SGW is not changed by the procedure. In this case, the UE changes to a Routeing Area that the UE has not yet registered with the network. This procedure is initiated by an ECM-IDLE state UE and may also be initiated if the UE is in ECM-CONNECTED state. The RA update case is illustrated in Figure 5.3.3.3-1.

NOTE 0:
This procedure covers the MME to 2G or 3G SGSN RAU and the 2G or 3G SGSN to 2G or 3G SGSN RAU with MME interactions, e.g. when ISR is used.

[image: image6.emf] 

   

(A)     

2.    Ro ut  e  ing Area Update Request     

 12. Update Location     

 15. Update Location Ack     

 4. Context Response  

   

 5. Authentication  

   

 18. Routeing Area Update Accept      

 13. Cancel Location  

   

 13c. Cancel Location Ack  

   

 6. Context Ac  knowledge     

 3. Context Request     

 19. Routeing Area Update Complete      

UE      eNodeB      SGSN      MME     

Se  rving   

GW  

   

PDN   

GW     

HSS     

1. UE changes to   

UTRAN   or GERAN     

2b.    Rout  e  ing Area Update Req uest     

 7. Update Bearer Request     

 11. Update Bearer Response     

 8. Update Bearer Request     

 10. Update Bearer Response     

 21. RAB Assignment Request     

 21b. RA  B Assignment Response     

20. Service Request     

RNC   /BSC  

   

 22. Update PDP Con  text Request  

 22b. Update PDP Context Response  

14 Insert Subscriber Data  

   

14b Insert Subscriber Ack  

   

 9. PCRF Interaction     

PCRF     

6a Data forwarding command      

   

6b Data forwarding   

13a. S1 - AP: S1 Release Command      

Release E  -  UTRAN   

connection  

   

13b. S1 - AP: S1 Release Complete  

   

 3a. Context Request  

   

 3b. Context Response  


Figure 5.3.3.3-1: Routeing Area Update with MME interaction and without SGW change

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Steps 8 and 10 concern GTP based S5/S8.

1.
The UE selects a UTRAN or GERAN cell. This cell is in a Routeing Area that is not yet registered with the network.

2a.
The UE sends a Routeing Area Update Request (old P-TMSI, old RAI, UE Network Capability) message to the new SGSN. In the information element old RAI the UE indicates the GUMMEI the UE registered with the network. In the information element old P-TMSI the UE indicates the M-TMSI that is allocated to the UE. (This is FFS pending conclusion on the mapping of MMEC to the P-TMSI field and mapping of part of the M-TMSI to the P-TMSI signature field). If the UE has a follow-on request, i.e. if there is pending uplink traffic (signalling or data), the 3G SGSN may use, as an implementation option, the follow-on request indication to release or keep the Iu connection after the completion of the RA update procedure.

Editor's note:
It is FFS whether, for O+M purposes, the Release 8 RAU Request should be extended to carry the last visited TAI.

2b.
The RNC shall add the Routeing Area Identity before forwarding the message to the SGSN. This RA identity corresponds to the RAI in the MM system information sent by the RNC to the UE. The BSS shall add the Cell Global Identity (CGI) of the cell where the UE is located before passing the message to the new SGSN.

Editor's Note:
It is FFS how the S-TMSI and P-TMSI handling is performed to let RAN select the same CN node for GERAN/UTRAN access as for E-UTRAN access, this to support co-location of the MME function and the SGSN function in one node.

3.
The new SGSN uses the old GUMMEI received from the UE to derive the old MME address, and sends a Context Request (GUTI, New SGSN Address) message to the old MME to get the context for the UE. If the UE is not known in the old MME, the old MME responds with an appropriate error cause. If the new SGSN indicates that it has authenticated the UE or if the old MME authenticates the UE, the old MME starts a timer.

3a.
If the UE was in ECM-CONNECTED state, the source MME sends a Context Request message to the source eNodeB. The source eNodeB begins buffering downlink packets for forwarding rather than transmitting them to the UE.

3b.
The source eNodeB sends a Context Response message to the source MME. Data forwarding is optional.

Editor's Note:
It is FFS if data forwarding needs to be avoided for this procedure.

4.
The old MME responds with one Context Response (MME Context) message. The MSISDN (if available in the old MME), PDP contexts, PDN GW address and Serving GW address are part of the MME Context. The old MME maps the EPS bearers to PDP contexts 1-to-1 and maps the EPS QoS parameter values of an EPS bearer to the pre-Rel-8 QoS parameter values of a PDP context as defined in Annex E. The PDP Contexts shall be sent in a prioritized order, i.e. the most important PDP Context first. The prioritization method is implementation dependent, but should be based on the current activity.

NOTE 2:
Assigning the highest priority to the PDP context without TFT could be done to get service continuity for all ongoing services regardless of the number of supported EPS bearers in the UE and network.


The new SGSN shall ignore the UE Network Capability contained in the MME context of the Context Response only when it has previously received an UE Network Capability in the Routeing Area Update Request. If UE is not known in the old MME, the old MME responds with a appropriate error cause.


The new SGSN establishes the PDP context(s) in the indicated order. The SGSN deactivates the PDP contexts which cannot be established.

5.
Security functions may be executed. Procedures are defined in the clause 5.3.10 on "Security Function" .

6.
The SGSN determines whether to relocate the Serving GW or not. The Serving GW is relocated when the old Serving GW cannot continue to serve the UE. The SGSN may also decide to relocate the Serving GW in case a new Serving GW is expected to serve the UE longer and/or with a more optimal UE to PDN GW path, or in case a new Serving GW can be co-located with the PDN GW. Selection of a new Serving GW is performed according to clause 4.3.8.2 on "Serving GW selection function".


The new SGSN sends an Context Acknowledge (Serving GW change indication) message to the old MME. Serving GW change indication indicates a new Serving GW has been selected. The old MME marks in its context that the information in the GWs and the HSS are invalid. This ensures that the old MME updates the GWs and the HSS if the UE initiates a TAU procedure back to the old MME before completing the ongoing RAU procedure.


If the security functions do not authenticate the UE correctly, then the RAU is rejected, and the SGSN sends a reject indication to the MME. The MME shall continue as if the Identification and Context Request was never received.

6a.
If packets are to be forwarded, the MME sends a Data Forwarding Command message to trigger the eNodeB to begin data forwarding. 

6b.
Forwarding occurs if applicable.

Editor's note:
It is FFS if data forwarding needs to be avoided for this procedure.

7.
In this procedure flow the Serving GW is not relocated.  The SGSN sends an Update Bearer Request (new SGSN Address and TEID, QoS Negotiated, serving network identity, RAT type) message to the Serving GW.

8.
The old Serving GW informs the PDN GW(s) about the change of for example the RAT type that e.g. can be used for charging, by sending the message Update Bearer Request (Serving GW Address and TEID, RAT type) to the PDN GW(s) concerned.

9.
If dynamic PCC is deployed, and RAT type information needs to be conveyed from the PDN GW to the PCRF, then the PDN GW shall send RAT type information to the PCRF.

NOTE 3:
The PDN GW does not need to wait for the PCRF response, but continues in the next step. If the PCRF response leads to an EPS bearer modification the PDN GW should initiate a bearer update procedure.

10.
The PDN GW updates its context field and returns an Update Bearer Response (MSISDN, PDN GW address and TEID) message to the Serving GW. MSISDN is included if the PDN GW has it stored in its UE context.

11.
The Serving GW updates its context fields and returns an Update Bearer Response (Serving GW address and TEID, PDN GW address and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic) message.

12.
The new SGSN informs the HSS of the change of MME to SGSN by sending an Update Location (SGSN Number, SGSN Address, IMSI) message to the HSS.

13.
The HSS sends a Cancel Location (IMSI, Cancellation Type) message to the old MME with the Cancellation Type set to Update Procedure.


If the timer started in step 3 is not running, the old MME removes the MM context. Otherwise, the contexts are removed when the timer expires. It also ensures that the MM context is kept in the old MME for the case the UE initiates another TAU procedure before completing the ongoing RAU procedure to the new SGSN. The old MME acknowledges with a Cancel Location Ack (IMSI) message.


If the old MME has an S1-MME association for the UE, the source MME sends a S1-U Release Command to the source eNodeB. It is FFS what triggers the sending of this message. The RRC connection is released by the source eNodeB. The source eNodeB confirms the release of the RRC connection and of the S1-U connection by sending a S1-U Release Complete message to the source MME.

14
The HSS sends Insert Subscriber Data (IMSI, Subscription Data) to the new SGSN. The new SGSN validates the UE's presence in the (new) RA. If due to regional subscription restrictions or access restrictions the UE is not allowed to be attached in the RA, the SGSN rejects the Routeing Area Update Request with an appropriate cause to the UE, and may return an Insert Subscriber Data Ack (IMSI, SGSN Area Restricted) message to the HSS. If all checks are successful, the SGSN constructs an MM context for the UE and returns an Insert Subscriber Data Ack (IMSI) message to the HSS.

15.
The HSS acknowledges the Update Location message by sending an Update Location Ack to the new SGSN. If the Update Location is rejected by the HSS, the new SGSN rejects the Attach Request from the UE with an appropriate cause.

18.
The new SGSN validate the UE's presence in the new RA, after it has received valid and updated subscription data.


If validation is successful the new SGSN responds to the UE with a Routeing Area Update Accept (P-TMSI, P-TMSI signature) message to the UE. P-TMSI is included if the SGSN allocates a new P-TMSI.

19.
If P-TMSI was included in the Routeing Area Update Accept message, the UE acknowledges the new P-TMSI by returning a Routeing Area Update Complete message to the SGSN.

20.
For Iu-mode, if the UE has uplink data or signalling pending it shall send a Service Request (P-TMSI, CKSN, Service Type) message to the new SGSN. If a P-TMSI was allocated in step 18, that P-TMSI is the one included in this message. Service Type specifies the requested service. Service Type shall indicate one of the following: Data or Signalling.

21.
If the UE has sent the Service Request, the new 3G SGSN requests the RNC to establish a radio access bearer by sending a RAB Assignment Request (RAB ID(s), QoS Profile(s), GTP SNDs, GTP SNUs, PDCP SNUs) message to the RNC. If Direct Tunnel is established the SGSN provides to the RNC the Serving GW's Address for User Plane and TEID for uplink data.

22.
If the SGSN established Direct Tunnel in step 21) it shall send Update PDP Context Request to the Serving GW and include the RNC's Address for User Plane and downlink TEID for data. The Serving GW updates the Address for User Plane and TEID for downlink data and return an Update PDP Context Response.

NOTE 4:
EPS does not support any CAMEL procedures.

NOTE 5:
The new SGSN may initiate RAB establishment after execution of the security functions (step 5), or wait until completion of the RA update procedure. For the MS, RAB establishment may occur anytime after the RA update request is sent (step 2).

In the case of a rejected routeing area update operation, due to regional subscription, roaming restrictions, or access restrictions (see TS 23.221 [27] and TS 23.008 [28]) the new SGSN shall not construct an MM context. A reject shall be returned to the UE with an appropriate cause. The UE shall not re-attempt a routeing area update to that RA. The RAI value shall be deleted when the UE is powered up. It is FFS whether the RAI value being deleted until power up as specified both here and in TS 23.060 [7] is correct.
 If the network supports the MOCN configuration for network sharing, the SGSN may, if the UE is not a 'Network Sharing Supporting MS', in this case decide to initiate redirection by sending a Reroute Command to the RNS, as described in TS 23.251 [24] instead of rejecting the routeing area update.

If the new SGSN is unable to update the PDP context in one or more P-GWs, the new SGSN shall deactivate the corresponding PDP contexts as described in clause "SGSN-initiated PDP Context Deactivation Procedure" of TS 23.060 [7]. This shall not cause the SGSN to reject the routeing area update.

The PDP Contexts shall be sent from old to new SGSN in a prioritized order, i.e. the most important PDP Context first in the SGSN Context Response message. (The prioritization method is implementation dependent, but should be based on the current activity).

The new SGSN shall determine the Maximum APN restriction based on the received APN Restriction of each PDP context from the GGSN and then store the new Maximum APN restriction value.

If the new SGSN is unable to support the same number of active bearer contexts as received from the old MME, the new SGSN should use the prioritisation sent by old MME as input when deciding which bearer contexts to maintain active and which ones to delete. In any case, the new SGSN shall first update all contexts in one or more P-GWs and then deactivate the context(s) that it cannot maintain as described in subclause "SGSN-initiated PDP Context Deactivation Procedure" of TS 23.060 [7]. This shall not cause the SGSN to reject the routeing area update.

NOTE 6:
In case the UE was in PMM-CONNECTED state the bearer contexts are sent already in the Forward Relocation Request message as described in subclause "Serving RNS relocation procedures" of TS 23.060 [7].

If the routeing area update procedure fails a maximum allowable number of times, or if the SGSN returns a Routeing Area Update Reject (Cause) message, the UE shall enter PMM DETACHED state.

If the Update Location Ack message indicates a reject, this should be indicated to the UE, and the UE shall not access non-PS services until a successful location update is performed. 

********** NEXT MODIFIED SECTION *********

5.3.3.6
Routeing Area Update with MME interaction and with SGW change

The Routeing Area Update with SGW change procedure takes place when a UE that is registered with an MME selects a UTRAN or GERAN cell and the SGW is changed by the procedure. In this case, the UE changes to a Routeing Area that the UE has not yet registered with the network. This procedure is initiated by an ECM-IDLE state UE and may also be initiated if the UE is in ECM-CONNECTED state. This RA update case is illustrated in Figure 5.3.3.6-1.

NOTE 0:
This procedure covers the MME to 2G or 3G SGSN RAU and the 2G or 3G SGSN to 2G or 3G SGSN RAU with MME interactions, e.g when ISR is used.
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Figure 5.3.3.6-1: Routeing Area Update with MME interaction and with SGW change

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Steps 8 and 10 concern GTP based S5/S8

1.
The UE selects a GERAN cell. This cell is in a Routeing Area that is not yet registered with the network.

2a.
The UE sends a Routeing Area Update Request (old RAI, old P-TMSI, UE Network Capability) message to the new SGSN. In the information element old RAI the UE indicates the GUMMEI the UE registered with the network. In the information element old P-TMSI, the UE indicates the M-TMSI that is allocated to the UE.(This is FFS pending conclusion on the mapping of MMEC to the P-TMSI field and mapping of part of the M-TMSI to the P-TMSI signature field). If the UE has a follow-on request, i.e. if there is pending uplink traffic (signalling or data), the 3G-SGSN may use, as an implementation option, the follow-on request indication to release or keep the Iu connection after the completion of the RA update procedure.

Editor's note:
It is FFS whether, for O+M purposes, the Release 8 RAU Request should be extended to carry the last visited TAI.

Editor's Note:
It is FFS how the S-TMSI and P-TMSI handling is performed to let RAN select the same CN node for GERAN/UTRAN access as for E-UTRAN access, this to support co-location of the MME function and the SGSN function in one node.

2b.
The RNC shall add the Routeing Area Identity before forwarding the message to the SGSN. This RA identity corresponds to the RAI in the MM system information sent by the RNC to the UE. The BSS shall add the Cell Global Identity (CGI) of the cell where the UE is located before passing the message to the new SGSN.

Editor's note:
It is FFS how the S-TMSI and P-TMSI handling is performed to let RAN select the same CN node for GERAN/UTRAN access as for E-UTRAN access, this to support co-location of the MME function and the SGSN function in one node.

3.
The new SGSN uses the old GUMMEI received from the UE to derive the old MME address, and sends a Context Request (old GUTI, New SGSN Address) message to the old MME to get the context for the UE. If the UE is not known in the old MME, the old MME responds with an appropriate error cause. If the new SGSN indicates that it has authenticated the UE or if the old MME authenticates the UE, the old MME starts a timer.

3b.
If the UE was in ECM-CONNECTED state, the source MME sends a Context Request message to the source eNodeB.  The source eNodeB begins buffering downlink packets for forwarding rather than transmitting them to the UE.

3c.
The source eNodeB sends a Context Response message to the source MME. Data forwarding is optional.

Editor's note:
It is FFS if data forwarding needs to be avoided for this procedure.

4.
The old MME responds with one Context Response (MME Context) message. The MSISDN (if available in the old MME), PDP contexts, PDN GW Address and Serving GW Address are part of the MME context. The old MME maps the EPS bearers to PDP contexts 1-to-1 and maps the EPS QoS parameter values of an EPS bearer to the pre-Rel-8 QoS parameter values of a PDP context as defined in Annex E. The PDP Contexts shall be sent in a prioritized order, i.e. the most important PDP Context first. The prioritization method is implementation dependent, but should be based on the current activity.

NOTE 2:
Assigning the highest priority to the PDP context without TFT could be done to get service continuity for all ongoing services regardless of the number of supported EPS bearers in the UE and network.


The new SGSN shall ignore the UE Network Capability contained in MME Context of the Context Response only when it has previously received an UE Network Capability in the Routeing Area Request. If UE is not known in the old MME, the old MME responds with a appropriate error cause.


The new SGSN establishes the PDP context(s) in the indicated order. The SGSN deactivates the PDP contexts which cannot be established.

5.
Security functions may be executed. Procedures are defined in the clause 5.3.10 on "Security Function".
6.
The SGSN determines whether to relocate the Serving GW or not. The Serving GW is relocated when the old Serving GW cannot continue to serve the UE. The SGSN may also decide to relocate the Serving GW in case a new Serving GW is expected to serve the UE longer and/or with a more optimal UE to PDN GW path, or in case a new Serving GW can be co-located with the PDN GW. Selection of a new Serving GW is performed according to clause 4.3.8.2 on "Serving GW selection function".


The new SGSN sends a Context Acknowledge (Serving GW change indication) message to the old MME. Serving GW change indication indicates a new Serving GW has been selected. The old MME marks in its context that the information in the GWs and the HSS are invalid. This ensures that the old MME updates the GWs and the HSS if the UE initiates a RAU procedure back to the old MME before completing the ongoing RAU procedure.


If the security functions do not authenticate the UE correctly, then the RAU is rejected, and the SGSN sends a reject indication to the MME. The MME shall continue as if the Identification and Context Request was never received.


If packets are to be forwarded, the MME sends a Data Forwarding Command message to trigger the eNodeB to begin data forwarding. Forwarding occurs if applicable.

Editor's note:
It is FFS if data forwarding needs to be avoided for this procedure.

7.
In this procedure flow the Serving GW is relocated. The SGSN sends a Create Bearer Request (IMSI, bearer contexts, SGSN Context ID, RAT Type, etc) message to the selected new Serving GW. The PDN GW address is indicated in the bearer contexts..

8.
The new Serving GW sends the message Update Bearer Request (Serving GW Address, Serving GW TEID, RAT type) to the PDN GW concerned.
9.
If dynamic PCC is deployed, and RAT type information needs to be conveyed from the PDN GW to the PCRF, then the PDN GW shall send RAT type information to the PCRF. 

NOTE 3:
The PDN GW does not need to wait for the PCRF response, but continues in the next step. If the PCRF response leads to an EPS bearer modification the PDN GW should initiate a bearer update procedure.

10.
The PDN GW updates its context field and returns an Update Bearer Response (PDN GW address and TEID, MSISDN) message to the Serving GW. The MSISDN is included if the PDN GW has it stored in its UE context.

11.
The new Serving GW updates its bearer context. This allows the Serving GW to route Bearer PDUs to the PDN GW when received from RNC. The new Serving GW returns an Create Bearer Response (Serving GW address and TEID, PDN GW Address and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic) message to the SGSN.

12.
The new SGSN informs the HSS of the change of SGSN by sending an Update Location (SGSN Number, SGSN Address, IMSI) message to the HSS.

13.
The HSS sends a Cancel Location (IMSI, Cancellation Type) message to the old MME with the Cancellation Type set to Update Procedure.


If the timer started in step 3 is not running, the old MME removes the MM context. Otherwise, the contexts are removed when the timer expires. It also ensures that the MM context is kept in the old MME for the case the UE initiates another TAU procedure before completing the ongoing RAU procedure to the new SGSN. The old MME acknowledges with a Cancel Location Ack (IMSI) message.


If the old MME has an S1-MME association for the UE, the source MME sends a S1-U Release Command to the source eNodeB. It is FFS what triggers the sending of this message. The RRC connection is released by the source eNodeB. The source eNodeB confirms the release of the RRC connection and of the S1-U connection by sending a S1-U Release Complete message to the source MME.

14
The HSS sends Insert Subscriber Data (IMSI, Subscription Data) to the new SGSN. The new SGSN validates the UE's presence in the (new) RA. If due to regional subscription restrictions or access restrictions the UE is not allowed to be attached in the RA, the SGSN rejects the Routeing Area Update Request with an appropriate cause to the UE, and may return an Insert Subscriber Data Ack (IMSI, SGSN Area Restricted) message to the HSS. If all checks are successful, the SGSN constructs an MM context for the UE and returns an Insert Subscriber Data Ack (IMSI) message to the HSS.

15.
The HSS acknowledges the Update Location message by sending an Update Location Ack to the new SGSN. If the Update Location is rejected by the HSS, the new SGSN rejects the Attach Request from the UE with an appropriate cause.

16.
When the old SGSN removes the MM context in step 13) and it receives the Serving GW change indication in the Context Acknowledge message, the old MME deletes the EPS bearer resources anytime by sending Delete Bearer Request (Cause, TEID) messages to the old Serving GW. Cause indicates to the old Serving GW that the old Serving GW shall not initiate a delete procedure towards the PDN GW. If the Serving GW has not changed, the old MME does not delete the bearers.

17.
The old Serving GW acknowledges with Delete Bearer Response (TEID) messages.
18.
The new SGSN validates the UE's presence in the new RA, after it has received valid and updated subscription data.


If validation is successful, the new SGSN constructs contexts for the UE. The new SGSN responds to the UE with a Routeing Area Update Accept (P-TMSI, P-TMSI Signature, etc.) message.

19.
If the P-TMSI was included in the RAU Accept message.the UE acknowledges the new P-TMSI by returning a Routeing Area Update Complete message to the SGSN.

20.
For Iu-mode, if the UE has uplink data or signalling pending it shall send a Service Request (P-TMSI, CKSN, Service Type) message to the new SGSN. If a P-TMSI was allocated in step 18, that P-TMSI is the one included in this message. Service Type specifies the requested service. Service Type shall indicate one of the following: Data or Signalling.

21.
If the UE has sent the Service Request, the new 3G SGSN requests the RNC to establish a radio access bearer by sending a RAB Assignment Request (RAB ID(s), QoS Profile(s), GTP SNDs, GTP SNUs, PDCP SNUs) message to the RNC. If Direct Tunnel is established the SGSN provides to the RNC the Serving GW's Address for User Plane and TEID for uplink data.

22.
If the SGSN established Direct Tunnel in step 21) it shall send Update PDP Context Request to the Serving GW and include the RNC's Address for User Plane and downlink TEID for data. The Serving GW updates the Address for User Plane and TEID for downlink data and return an Update PDP Context Response.

NOTE 4:
EPS does not support any CAMEL procedures.

In the case of a rejected routeing area update operation, due to regional subscription, roaming restrictions, access restrictions (see TS 23.221 [80] and TS 23.008 [79]) or because the SGSN cannot determine the HLR address to establish the locating updating dialogue, the new SGSN shall not construct an MM context. A reject shall be returned to the UE with an appropriate cause. The UE does not re-attempt a routeing area update to that RA. The RAI value shall be deleted when the UE is powered-up. It is FFS whether the RAI value being deleted until power up as specified both here and in TS 23.060  [7] is correct.
If the new SGSN is unable to update the PDP context in one or more P-GWs, the new SGSN shall deactivate the corresponding PDP contexts as described in clause "SGSN-initiated PDP Context Deactivation Procedure" of TS 23.060 [7]. This shall not cause the SGSN to reject the routeing area update.

The bearer contexts shall be sent from old MME to new SGSN in a prioritized order, i.e. the most important bearer context first in the Context Response message. (The prioritization method is implementation dependent, but should be based on the current activity).

The new SGSN shall determine the Maximum APN restriction based on the received APN Restriction of each bearer context from the P-GW and then store the new Maximum APN restriction value.

If the new SGSN is unable to support the same number of active bearer contexts as received from old MME, the new SGSN should use the prioritisation sent by old MME as input when deciding which contexts to maintain active and which ones to delete. In any case, the new SGSN shall first update all contexts in one or more P-GWs and then deactivate the context(s) that it cannot maintain as described in subclause "SGSN-initiated PDP Context Deactivation Procedure" of TS 23.060 [7]. This shall not cause the SGSN to reject the routeing area update.

If the routeing area update procedure fails a maximum allowable number of times, or if the SGSN returns a Routeing Area Update Reject (Cause) message, the MS shall enter IDLE state.

********** NEXT MODIFIED SECTION *********

5.3.8
Detach procedure

5.3.8.1
General

The Detach procedure allows:

-
the UE to inform the network that it does not want to access the EPS any longer, and

-
the network to inform the UE that it does not have access to the EPS any longer.

The UE is detached either explicitly or implicitly:

-
Explicit detach: The network or the UE explicitly requests detach and signal with each other.

-
Implicit detach: The network detaches the UE, without notifying the UE. This is typically the case when the network presumes that it is not able to communicate with the UE, e.g. due to radio conditions.

Three detach procedures are provided when the UE accesses the EPS through E-UTRAN. The first detach procedure is UE-initiated detach procedure and other detach procedures are network-initiated detach procedure:

-
UE-Initiated Detach Procedure;

-
MME-Initiated Detach Procedure;

-
HSS-Initiated Detach Procedure.


Editor's Note:
These procedures should cover the case that detach is required because the UE is attached to a non-3GPP RAT, these procedures need to be updated according to later conclusions.

********** NEXT MODIFIED SECTION *********

5.4.2.1
PDN GW initiated bearer modification with bearer QoS update

The PDN-GW initiated bearer modification procedure (including Bearer QoS update) for a GTP based S5/S8 is depicted in figure 5.4.2.1-1. In this procedure, the UE is assumed to be in active mode.
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Figure 5.4.2.1-1: Bearer Modification Procedure with Bearer QoS Update, UE in active mode

NOTE 1:
Steps 3-8 are common for architecture variants with GTP based S5/S8 and PMIP-based S5/S8. For a PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Steps 1, 2, 9 and 10 concern GTP based S5/S8.

1.
If dynamic PCC is not deployed, the PCRF sends a PCC decision provision (QoS policy) message to the PDN GW. If dynamic PCC is not deployed, the PDN GW may apply local QoS policy.

2.
The PDN GW uses this QoS policy to determine that a service data flow shall be aggregated to or removed from an active bearer. The PDN GW generates the UL TFT and updates the Bearer QoS to match the aggregated set of service date flows. The PDN GW then sends the Update Bearer Request (PTI, EPS Bearer Identity, Bearer QoS, UL TFT) message to the Serving GW. The Procedure Transaction Id (PTI) parameter is used when the procedure was initiated by a UE Requested Bearer Resource Allocation Procedure - see clause 5.4.5 or is used when the procedure was initiated by a UE Requested Bearer Resource Release Procedure - see clause 5.4.6.
3.
The Serving GW sends the Update Bearer Request (PTI, EPS Bearer Identity, Bearer QoS, UL TFT) message to the MME.

4.
The MME builds a Session Management Configuration IE including the PTI and the UL TFT and EPS Bearer Identity. If the UE has UTRAN or GERAN capabilities, the MME uses the EPS bearer QoS information to derive the corresponding PDP context parameters QoS Negotiated (R99 QoS profile), Radio Priority and Packet Flow Id and includes them in the Session Management Configuration. If the UE indicated in the UE Network Capability it does not support BSS packet flow procedures, then the MME shall not include the Packet Flow Id. The MME then sends the Bearer Modify Request (EPS Bearer Identity, Bearer QoS, Session Management Configuration) message to the eNodeB.

5.
The eNodeB maps the modified Bearer QoS to the Radio Bearer QoS. It then signals a Radio Bearer Modify Request (Radio Bearer QoS, Session Management Configuration, EPS RB Identity) message to the UE. The UE shall store the QoS Negotiated, Radio Priority, Packet Flow Id, which it received in the Session Management Configuration, for use when accessing via GERAN or UTRAN. The UE uses the uplink packet filter (UL TFT) to determine the mapping of service data flows to the radio bearer.

NOTE 2:
The details of the Radio Bearer QoS are specified by RAN WG2.

6.
The UE NAS layer builds a Session Management Response IE including EPS Bearer Identity. The UE then acknowledges the radio bearer modification to the eNodeB with a Radio Bearer Modify Response (Session Management Response).message.

7.
The eNodeB acknowledges the bearer modification to the MME with a Bearer Modify Response (EPS Bearer Identity, Session Management Response) message. With this message, the eNodeB indicates whether the requested Bearer QoS could be allocated or not.

8.
The MME acknowledges the bearer modification to the Serving GW by sending an Update Bearer Response (EPS Bearer Identity) message.

9.
The Serving GW acknowledges the bearer modification to the PDN GW by sending an Update Bearer Response (EPS Bearer Identity) message.


10.
If the Bearer modification procedure was triggered by a PCC Decision Provision message from the PCRF, the PDN GW indicates to the PCRF whether the requested PCC decision (QoS policy) could be enforced or not by sending a Provision Ack message.

NOTE 3:
The exact signalling of step 1 and 10 (e.g. in case of local break-out) is outside the scope of this specification. This signalling and its interaction with the bearer activation procedure are to be specified in TS 23.203 [6]. Steps 1 and 10 are included here only for completeness.

********** NEXT MODIFIED SECTION *********

5.4.3
Bearer modification without bearer QoS update

The bearer modification procedure without QoS update is used to update the UL TFT for an active default or dedicated bearer. This procedure for a GTP based S5/S8 is depicted in figure 5.4.3-1.
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Figure 5.4.3-1: Bearer Modification Procedure without Bearer QoS Update

NOTE 1:
Steps 3-8 are common for architecture variants with GTP based S5/S8 and PMIP-based S5/S8. For an PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Steps 1, 2, 9 and 10 concern GTP based S5/S8.

1.
If dynamic PCC is not deployed, the PCRF sends a PCC decision provision (QoS policy) message to the PDN GW. If dynamic PCC is not deployed, the PDN GW may apply local QoS policy.

2.
The PDN GW uses this QoS policy to determine that a service data flow shall be aggregated to or removed from an active bearer. The PDN GW generates the UL TFT and determines that no update of the Bearer QoS is needed. The PDN GW then sends the Update Bearer Request (PTI, EPS Bearer Identity, UL TFT) message to the Serving GW. The Procedure Transaction Id (PTI) parameter is used when the procedure was initiated by a UE Requested Bearer Resource Allocation procedure – see clause 5.4.5 or is used when the procedure was initiated by a UE Requested Bearer Resource Release Procedure - see clause 5.4.6.

3.
The Serving GW sends the Update Bearer Request (PTI, EPS Bearer Identity, UL TFT, DL TFT (for PMIP-based S5/S8)) message to the MME. The MME builds a Session Management Configuration IE including the UL TFT and EPS Bearer Identity. If the UE is in ECM-IDLE state the MME will trigger the Network Triggered Service Request from step 3 (which is specified in clause 5.3.4.3). In that case the following steps 4-7 may be combined into Network Triggered Service Request procedure or be performed standalone. It is FFS in case there is no paging response.

4.
The MME then sends a Downlink NAS Transport (Session Management Configuration) message to the eNodeB.

5.
The eNodeB sends the Direct Transfer (Session Management Configuration) message to the UE. The UE uses the uplink packet filter (UL TFT) to determine the mapping of service data flows to the radio bearer.

6.
The UE NAS layer builds a Session Management Response including EPS Bearer Identity. The UE then sends a Direct Transfer (Session Management Response) message to the eNodeB.

7.
The eNodeB sends an Uplink NAS Transport (Session Management Response) message to the MME.

8.
The MME acknowledges the bearer modification to the Serving GW by sending an Update Bearer Response (EPS Bearer Identity) message.

9.
The Serving GW acknowledges the bearer modification to the PDN GW by sending an Update Bearer Response (EPS Bearer Identity) message.


10.
If the bearer modification procedure was triggered by a PCC Decision Provision message from the PCRF, the PDN GW indicates to the PCRF whether the requested PCC decision (QoS policy) could be enforced or not by sending a Provision Ack message.

NOTE 2:
The exact signalling of step 1 and 10 (e.g. in case of local break-out) is outside the scope of this specification. This signalling and its interaction with the bearer activation procedure are to be specified in TS 23.203 [6]. Steps 1 and 10 are included here only for completeness.

********** NEXT MODIFIED SECTION *********

5.4.4.1
PDN GW initiated bearer deactivation

The bearer deactivation procedure for a GTP based S5/S8 is depicted in figure 5.4.4.1-1. In this procedure, the UE is assumed to be in ECM-CONNECTED. This procedure can be used to deactivate a dedicated bearer or deactivate all bearers belonging to a PDN address.
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Figure 5.4.4.1-1: PDN GW Initiated Bearer Deactivation, UE in active mode

NOTE 1:
Steps 3-8 are common for architecture variants with GTP based S5/S8 and PMIP-based S5/S8. For an PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Steps 1, 2, 9 and 10 concern GTP-based S5/S8.

1.
If dynamic PCC is not deployed, The PDN GW is triggered to initiate the Bearer Deactivation procedure due either a QoS policy or on request from the MME (as outlined in clause 5.4.4.2). Optionally, the PCRF sends a PCC decision provision (QoS policy) message to the PDN GW. If dynamic PCC is not deployed, the PDN GW may apply local QoS policy. The PDN GW initiated Bearer deactivation is also performed when handovers without optimization occurs from 3GPP to non-3GPP, in which case, the default bearer and all the dedicated bearers associated with the PDN address are released, but the PDN address is kept in the PDN GW.
2.
The PDN GW sends a Delete Bearer Request (PTI, EPS Bearer Identity) message to the Serving GW. The Procedure Transaction Id (PTI) parameter in this step and in the following steps is only used when the procedure was initiated by a UE Requested Bearer Resource Release Procedure - see clause 5.4.6. This message can include an indication that all bearers belonging to that PDN connection shall be released.
3.
The Serving GW sends the Delete Bearer Request (PTI, EPS Bearer Identity) message to the MME. This message can include an indication that all bearers belonging to that PDN connection shall be released.

4.
The MME builds a Session Management Configuration IE including the PTI, a Deletion Indicator and EPS Bearer Identity. The MME then signals the Deactivate Bearer Request (EPS Bearer Identity, Session Management Configuration) message to the eNodeB.

5.
The eNodeB signals a Radio Bearer Release Request (EPS RB Identity, Session Management Configuration) message to the UE.

6.
The UE NAS removes the UL TFTs and EPS Bearer Identity according to the Session Management Configuration. The UE NAS then layer builds a Session Management Response including the EPS Bearer Identity. The UE then acknowledges the radio bearer release to the eNodeB with a Radio Bearer Release Response (Session Management Response)message.

7.
The eNodeB acknowledges the bearer deactivation to the MME with a Deactivate Bearer Response (EPS Bearer Identity, Session Management Response) message.

8.
The MME deletes the bearer context related to the deactivated EPS bearer acknowledges the bearer deactivation to the Serving GW by sending a Delete Bearer Response (EPS Bearer Identity) message.

9.
The Serving GW deletes the bearer context related to the deactivated EPS bearer acknowledges the bearer deactivation to the PDN GW by sending a Delete Bearer Response (EPS Bearer Identity) message.


10.
The PDN GW deletes the bearer context related to the deactivated EPS bearer. If the dedicated bearer deactivation procedure was triggered by a PCC Decision Provision message from the PCRF, the PDN GW indicates to the PCRF that the requested PCC decision was enforced by sending a Provision Ack message.

NOTE 2:
The exact signalling of step 1 and 10 (e.g. in case of local break-out) is outside the scope of this specification. This signalling and its interaction with the dedicated bearer activation procedure are to be specified in TS 23.203 [6]. Steps 1 and 10 are included here only for completeness.


Steps 4 to 7 are not performed when the UE is in ECM-IDLE. The EPS bearer state is synchronized between the UE and the network at the next ECM-IDLE to ECM-CONNECTED transition (e.g. Service Request or TAU procedure).


If all the bearers belonging to a UE are released, the MME shall change the MM state of the UE to EMM-DEREGISTERED and the MME sends the S1 Release Command to the eNodeB, which initiates the release of the RRC connection for the given UE if it is not released yet, and returns an S1 Release Complete message to the MME.

If the UE detects that all of its bearers are released, the UE shall also change the MM state to EMM-DEREGISTERED.

Editor's note:
FFS: handling of steps 4 to 7 when the UE is in ECM-CONNECTED but not reachable.

********** NEXT MODIFIED SECTION *********

5.4.4.2
MME Initiated Dedicated Bearer Deactivation

MME initiated Dedicated Bearer Deactivation is depicted in Figure 5.4.4-2 below. This procedure deactivates dedicated bearers. Default bearers are not affected.
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Figure 5.4.4.2-1: MME-initiated Dedicated Bearer Deactivation,

NOTE:
For a PMIP-based S5/S8, procedure steps (A) and steps (B) are defined in TS 23.402 [2]. Steps 3, 4, 5 and 7 concern GTP based S5/S8

1.
The eNodeB may send the Bearer Release Request (EPS Bearer Identity) message to the MME (e.g, the radio conditions do not allow the eNodeB to maintain all the allocated bearers).

2.
The MME sends the Request Dedicated Bearer Deactivation (EPS Bearer Identity) message to the Serving GW to deactivate the selected dedicated bearers.

3.
The Serving GW sends the Request Dedicated Bearer Deactivation (PTI, EPS Bearer Identity) message to the PDN GW.

4.
If PCC infrastructure is used, the PDN GW informs the PCRF about the loss of resources. The PCRF sends a updated PCC decision to the PDN GW.

5.
The PDN GW sends a Delete Bearer Request (PTI, EPS Bearer Identity) message to the Serving GW.

6.
Steps between 2 and 9, as described in clause 5.4.4.1, are invoked.

7.
The Serving GW deletes the bearer context related to the deactivated EPS bearer and acknowledges the bearer deactivation to the PDN GW by sending a Delete Bearer Response (EPS Bearer Identity) message.


********** NEXT MODIFIED SECTION *********

5.5
Handover


5.5.1
Intra-EUTRAN handover


5.5.1.1
Inter eNodeB handover without MME relocation

********** NEXT MODIFIED SECTION *********

5.5.1.2
Inter eNodeB handover with MME relocation

The inter eNodeB handover with MME relocation procedure is used to relocate MME, or both the MME and the Serving GW. The procedure is initiated in the source eNodeB. The source MME selects the target MME. The MME should not be relocated during inter-eNodeB handover unless the UE leaves the MME Pool Area where the UE is served. If The target MME determines if the Serving GW needs to be relocated. If the Serving GW needs to be relocated the target MME selects the target Serving GW, as specified in clause 4.3.8.2 on Serving GW selection function.

The source eNodeB decides which of the EPS bearers are subject for forwarding of packets from the source eNodeB to the target eNodeB. The EPC does not change the decisions taken by the RAN node. Packet forwarding can take place either directly from the source eNodeB to the target eNodeB, or indirectly from the source eNodeB to the target eNodeB via the source and target Serving GWs (or if the Serving GW is not relocated, only the single Serving GW).

The availability of a direct forwarding path is determined in the source eNodeB and indicated to the source MME. If X2 connectivity is available between the source and target eNodeBs, a direct forwarding path is available.

If a direct forwarding path is not available, indirect forwarding may be used. The MMEs (source and target) use configuration data to determine whether indirect forwarding paths are to be established. Depending on configuration data, the source MME determines and indicates to the target MME whether indirect forwarding paths should be established. Based on this indication and on its configuration data, the target MME determines whether indirect forwarding paths are established.
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Figure 5.5.1.2-1: Inter-eNodeB Handover with CN Node re-location

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Steps 16 and 16a concern GTP based S5/S8.

NOTE 2:
If the Serving GW is not relocated, the box "Source Serving GW" in figure 5.5.1.2-1 is acting as the target Serving GW.

1.
The source eNodeB decides to initiate an inter-eNodeB handover with CN node relocation to the target eNodeB. This can be triggered e.g. by no X2 connectivity to the target eNodeB, or by an error indication from the target eNodeB after an unsuccessful X2-based handover, or by dynamic information learnt by the source eNodeB.

2.
The source eNodeB sends Handover Required to the source MME. The source eNodeB indicates which bearers are subject to data forwarding. This message contains an indication whether direct forwarding is available from the source eNodeB to the target eNodeB. This indication from source eNodeB can be based on e.g. the presence of X2.

3.
The source MME selects the target MME as described in clause 4.3.8.3 on "MME Selection Function" and sends a Forward Relocation Request (MME UE context that includes the PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic and Serving GW addresses and TEIDs for uplink traffic) message to the target MME. This message also includes an indication if direct forwarding is applied, or if indirect forwarding is going to be set up by the source side.

4.
The target MME verifies whether the source Serving GW can continue to serve the UE. If not, it selects a new Serving GW as described in clause 4.3.8.2 on "Serving GW Selection Function".


If the source Serving GW continues to serve the UE, no message is sent in this step. In this case, the target Serving GW is identical to the source Serving GW.


If a new Serving GW is selected, the target MME sends a Create Bearer Request (bearer context(s) with PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) at the PDN GW(s) for uplink traffic) message to the target Serving GW. The target Serving GW allocates the S-GW addresses and TEIDs for the uplink traffic on S1_U reference point (one TEID per bearer). The target Serving GW sends a Create Bearer Response (Serving GW addresses and uplink TEID(s) for user plane) message back to the target MME.

5.
The Target MME sends Handover Request (Serving GW addresses and uplink TEID(s) for user plane) message to the target eNodeB. This message creates the UE context in the target eNodeB, including information about the bearers, and the security context. The target eNodeB sends a Handover Request Acknowledge message to the target MME. This includes the addresses and TEIDs allocated at the target eNodeB for downlink traffic on S1_U reference point (one TEID per bearer). It is FFS if the TEIDs used for forwarding are different from the TEIDs used for downlink packets.
Editor's note:
TEID used for forwarding and TEID used for downlink packets is FFS in RAN

6.
If indirect forwarding is used, the target MME sets up forwarding parameters in the target Serving GW.

7.
The target MME sends a Forward Relocation Response (Serving GW change indication) message to the source MME. In case of indirect forwarding is used this message includes Serving GW Address and TEIDs for indirect forwarding (source or target). Serving GW change indication indicates a new Serving GW has been selected.

8.
If indirect forwarding is used, the source MME updates the source Serving GW about the tunnels used for indirect forwarding. In case the Serving GW is relocated it includes the tunnel identifier to the target serving GW.

9.
The source MME sends a Handover Command (target addresses and TEID(s) for data forwarding) message to the source eNodeB.

10.
The Handover Command is sent to the UE.

11.
The source eNodeB should start forwarding of downlink data from the source eNodeB towards the target eNodeB for bearers subject to data forwarding. This may be either direct (step 11a) or indirect forwarding (step 11b).

12.
After the UE has successfully synchronized to the target cell, it sends a Handover Confirm message to the target eNodeB. Downlink packets forwarded from the source eNodeB can be sent to the UE. Also, uplink packets can be sent from the UE, which are forwarded to the target Serving GW and on to the PDN GW.

13.
The target eNodeB sends a Handover Notify message to the target MME.

14.
The target MME sends a Forward Relocation Complete to the source MME. The source MME in response sends a Forward Relocation Complete Acknowledge to the target MME. A timer in source MME is started to supervise when resources in Source eNodeB and Source Serving GW shall be released.

15.
The target MME sends an Update Bearer Request (eNodeB addresses and TEIDs allocated at the target eNodeB for downlink traffic on S1_U, PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic) message to the target Serving GW.

16.
If the Serving GW is relocated, the target Serving GW assigns addresses and TEIDs (one per bearer) for downlink traffic from the PDN GW. It sends an Update Bearer Request (Serving GW addresses for user plane and TEID(s)) message to the PDN GW(s). The PDN GW updates its context field and returns an Update Bearer Response (PDN GW address and TEID, MSISDN, etc.) message to the Serving GW. The MSISDN is included if the PDN GW has it stored in its UE context. The PDN GW starts sending downlink packets to the target GW using the newly received address and TEIDs. These downlink packets will use the new downlink path via the target Serving GW to the target eNodeB. An Update Bearer Response message is sent back to the target serving GW.


If the Serving GW is not relocated, no message is sent in this step and downlink packets from the Serving-GW are immediately sent on to the target eNodeB.


It is FFS if the target eNodeB needs to take any action to avoid sending DL PDUs received from the Serving-GW to the UE before data received from the old eNodeB have been sent to the UE.
17.
The target Serving GW sends an Update Bearer Response (PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic) message to the target MME.

18.
The UE sends a Tracking Area Update Request message to the target MME informing it that the UE is located in a new tracking area.


The target MME knows that it is a Handover procedure that has been performed for this UE and can therefore exclude the context procedures between source MME and target MME which normally are used within the TA Update procedure.

19.
At this point the target MME may optionally invoke security function. The security function can be deferred and performed at any later time as well. Procedures are defined in the clause 5.3.10 on "Security Function".
20.The target MME informs the HSS of the change of CN node by sending Update Location (MME Address, IMSI) message to the HSS.

21.
The HSS sends a Cancel Location (IMSI, Cancellation Type) message to the source MME with Cancellation Type set to Update Procedure. The source MME acknowledges with a Cancel Location Acknowledge (IMSI) message. This message allows the source MME to release the bearer(s) in the source eNodeB (step 22) and the Serving GW (step 23).

22.
After the timer started at step 14 expires the source MME sends a Release Resources message to the source eNodeB. The source eNodeB releases its resources related to the UE.

23.
If the source MME receives the Serving GW change indication in the Forward Relocation Response message, it removes the MM context and it deletes the EPS bearer resources by sending Delete Bearer Request (Cause, TEID) messages to the Source Serving GW. The Source Serving GW acknowledges with Delete Bearer Response (TEID) messages. If resources for indirect forwarding have been allocated then they are released.

24.
The HSS sends Insert Subscriber Data (IMSI, Subscription data) message to the target MME. The target MME validates the UE presence in the new TA. If all checks are successful for the UE the target MME returns an Insert Subscriber Data Acknowledge (IMSI) message to the HSS.

25.
The HSS acknowledges the Update Location by returning an Update Location Ack (IMSI) message to the target MME.

26.
The target MME validates the UE presence in the new TA. If the UE is allowed to be attached in this TA, the target MME updates the MM context and sends a Tracking Area Update Accept (GUTI, TAI-List) message to the UE. The MME may provide the eNodeB with Handover Restriction List. The GUTI and TAI-list are allocated by the target MME. Handover Restriction List is described in clause 4.3.5.7 "Mobility Restrictions".

27.
The UE confirms the re-allocation of the new GUTI by responding to the target MME with a Tracking Area Update Complete message.

********** NEXT MODIFIED SECTION *********

5.5.2
Inter RAT handover

Editor's note:
The PDP context and EPS bearer mapping is 1-to-1 for inter 3GPP RAT HOs between 2G/3G and E-UTRAN. Implication for an EPS bearer supporting more than 1 IP address is FFS.


Editor's note:
The target SGSN or MME may restrict the received mapped QoS attributes from the source system during inter 3GPP RAT HOs according to its capabilities and current load.

Editor's note:
PCC interaction takes place in parallel with the bearer re-establishment in the target access in order to shorten the inter 3GPP RAT HO time and as changes due to PCC are assumed rare. The details of the PCC interaction are FFS.

********** NEXT MODIFIED SECTION *********

5.5.2.1.3
Execution phase
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Figure 5.5.2.1.3-1: E-UTRAN to UTRAN Iu mode Inter RAT HO, execution phase

NOTE:
For a PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Step (B) shows PCRF interaction in the case of PMIP-based S5/S8. Steps 8 and 8a concern GTP based S5/S8



The source eNodeB continues to receive downlink and uplink user plane PDUs.

1.
The source MME completes the preparation phase towards source eNodeB by sending the message Handover Command (Target to Source Transparent Container, Bearers Subject to Data Forwarding List). The "Bearers Subject to Data forwarding list" IE may be included in the message and it shall be a list of 'Address(es) and TEID(s) for user traffic data forwarding' received from target side in the preparation phase (Forward Relocation Response message (Step 7) in case of 'Direct Forwarding', else parameters received in Step 8a).


The source eNodeB initiates data forwarding for bearers specified in the "Bearers Subject to Data Forwarding List". The data forwarding may go directly to target RNC or alternatively go via the Serving GW if so decided by source MME and or/ target SGSN in the preparation phase.

2.
The source eNodeB will give a command to the UE to handover to the target access network via the message HO from E-UTRAN Command. This message includes a transparent container including radio aspect parameters that the target RNC has set-up in the preparation phase. The details of this E-UTRAN specific signalling are described in TS 36.300 [5].


Upon the reception of the HO from E-UTRAN Command message containing the Handover Command message, the UE shall associate its bearer IDs to the respective RABs based on the relation with the NSAPI and shall suspend the uplink transmission of the user plane data.

3.
The source eNodeB informs the source MME which then informs the target SGSN regarding "delivery order" parameters in the message Forward SRNS Context. The Target SGSN forwards the SRNS Context to the Target RNC.

Editor's Note:
The need for step 3 is FFS.

4.
The UE moves to the target UTRAN Iu (3G) system and executes the handover according to the parameters provided in the message delivered in step 2. The procedure is the same as in step 6 and 8 in subclause 5.2.2.2 in TS 43.129 [8] with the additional function of association of the received RABs and existing Bearer Id related to the particular NSAPI.


The UE may resume the user data transfer only for those NSAPIs for which there are radio resources allocated in the target RNC.

5.
When the new source RNC-ID + S-RNTI are successfully exchanged with the UE, the target RNC shall send the Relocation Complete message to the target SGSN. The purpose of the Relocation Complete procedure is to indicate by the target RNC the completion of the relocation from the source E-UTRAN to the RNC. After the reception of the Relocation Complete message the target SGSN shall be prepared to receive data from the target RNC. Each uplink N-PDU received by the target SGSN is forwarded directly to the Serving GW.

6.
Then the target SGSN knows that the UE has arrived to the target side and target SGSN informs the source MME by sending the message Forward Relocation Complete. The source MME will also acknowledge that information. A timer in source MME is started to supervise when resources in Source eNodeB and Source Serving GW (for Serving GW relocation) shall be released (normally this will occur when Source MME receives the message Cancel Location from HSS). Further action in the source MME continues at step 13.

7.
The target SGSN will now complete the Handover procedure by informing the Serving GW (for Serving GW relocation this will be the Target Serving GW) that the target SGSN is now responsible for all the PDP Context the UE have established. This is performed in the message Update PDP Context Request (SGSN Tunnel Endpoint Identifier for Control Plane, NSAPI(s), SGSN Address for Control Plane, SGSN Address(es) and TEID(s) (in case Direct Tunnel is not used) or RNC Address(es) and TEID(s) for User Traffic (in case Direct Tunnel is used), PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic and RAT type).

8.
The Serving GW (for Serving GW relocation this will be the Target Serving GW) may inform the PDN GW(s) the change of for example for Serving GW relocation or the RAT type that e.g. can be used for charging, by sending the message Update Bearer Request. The PDN GW must acknowledge the request with the message Update Bearer Response. In the case of Serving GW relocation, the PDN GW updates its context field and returns an Update Bearer Response (PDN GW address and TEID, MSISDN, etc.) message to the Serving GW. The MSISDN is included if the PDN GW has it stored in its UE context.


If PCC infrastructure is used, the PDN GW informs the PCRF about the change of, for example, the RAT type.

9.
The Serving GW (for Serving GW relocation this will be the Target Serving GW) acknowledges the user plane switch to the target SGSN via the message Update PDP Context Response (Cause, Serving GW Tunnel Endpoint Identifier for Control Plane, Serving GW Address for Control Plane, Protocol Configuration Options, PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic). At this stage the user plane path is established for all PDP contexts between the UE, target RNC, target SGSN in case Direct Tunnel is not used, Serving GW (for Serving GW relocation this will be the Target Serving GW) and PDN GW.

10.
The UE sends a Routeing Area Update Request message to the target SGSN informing it that the UE is located in a new routing area. The UE shall send this message immediate after step 4a.


The target SGSN knows that an IRAT Handover has been performed for this UE and can therefore exclude the context procedures between source MME and target SGSN which normally are used within the RA Update procedure.

11.
At this point the target SGSN may optionally invoke security function. The security function can be deferred and performed at any later time as well. Procedures are defined in the clause 5.3.10 on "Security Function".

12.
The target SGSN informs the HSS of the change of CN node by sending Update Location (SGSN Number, SGSN Address, IMSI) message to the HSS.

13.
The HSS sends a Cancel Location (IMSI, Cancellation Type) message to the source MME with Cancellation Type set to Update Procedure. The source MME acknowledges with a Cancel Location Acknowledge (IMSI) message.

14.
After the source MME has received the Cancel Location message or the timer started at Step 6 expires, the source MME sends a Release Resources message to the Source eNodeB. The Source eNodeB releases its resources related to the UE.

15.
This step is only performed in case of Serving GW relocation. When the source MME removes the MM context, and if the source MME receives the Serving GW change indication in the Forward Relocation Response message, the source MME deletes the EPS bearer resources by sending Delete Bearer Request (Cause, TEID) messages to the Source Serving GW. The source MME shall indicate to the Source Serving GW that the Source Serving GW shall not initiate a delete procedure towards the PDN GW. The Source Serving GW acknowledges with Delete Bearer Response (TEID) messages.

16.
The HSS sends Insert Subscriber Data (IMSI, Subscription data) message to the target SGSN. The target SGSN validates the UE presence in the new RA. If all checks are successful for the UE the target SGSN returns an Insert Subscriber Data Acknowledge (IMSI) message to the HSS.

17.
The HSS acknowledges the Update Location by returning an Update Location Ack (IMSI) message to the target SGSN.

18.
The target SGSN validates the UE presence in the new RA. If the UE is allowed to be attached in this RA, the target SGSN updates the MM context and sends a Routing Area Update Accept (P-TMSI, TMSI, P-TMSI signature, etc.) message to the UE.

Editor's note:
The mechanism by which the UE/network causes the MSC/VLR TMSI to be allocated is FFS.

19.
The UE confirms the re-allocation of the new P-TMSI by responding to the target SGSN with a Routing Area Update Complete message.

********** NEXT MODIFIED SECTION *********

5.5.2.2.3
Execution phase
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Figure 5.5.2.2.3-1: UTRAN Iu mode to E-UTRAN Inter RAT HO, execution phase

NOTE:
For a PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Step (B) shows PCRF interaction in the case of PMIP-based S5/S8. Steps 9 and 9a concern GTP based S5/S8.



The source RNC continues to receive downlink and uplink user plane PDUs.

1.
The source SGSN completes the preparation phase towards source RNC by sending the message Relocation Command (Target to Source Transparent Container, RABs to be Released List, RABs Subject to Data Forwarding List). The "RABs to be Released list" IE will be the list of all NSAPIs (RAB Ids) for which a Bearer was not established in Target eNodeB. The "RABs Subject to Data forwarding list" IE may be included in the message and it shall be a list of 'Address(es) and TEID(s) for user traffic data forwarding' received from target side in the preparation phase (Forward Relocation Response message (Step 7) in case of 'Direct Forwarding' is applicable. In case 'Indirect Forwarding' is applicable and Direct Tunnel is not used the "RABs Subject to Data Forwarding" IE includes the source SGSN address(es) and TEID(s) allocated for indirect data forwarding by Source SGSN. In case 'Indirect Forwarding' is applicable and Direct Tunnel is used the "RABs Subject to Data Forwarding" IE includes paramters received in Step 8a).

2.
The source RNC will command to the UE to handover to the target eNodeB via the message HO from UTRAN Command. The access network specific message to UE includes a transparent container including radio aspect parameters that the target eNodeB has set-up in the preparation phase. The procedures for this are FFS.


The source RNC may initiate data forwarding for the indicated RABs/PDP contexts specified in the "RABs Subject to Data Forwarding List". The data forwarding may go directly to target eNodeB, or alternatively go e.g. via the source SGSN (in case Direct Tunnel is not used) and the Serving GW if so decided by source SGSN and/or target MME in the preparation phase.


Upon the reception of the HO from UTRAN Command message containing the Relocation Command message, the UE shall associate its RAB IDs to the respective bearers ID based on the relation with the NSAPI and shall suspend the uplink transmission of the user plane data.

3.
The Source RNC may inform the Source SGSN which then informs the Target MME regarding "delivery order" parameters in the message Forward SRNS Context.


The target MME forwards the SRNS Context to eNodeB.


The need for the step 3 is FFS.
4.
The UE moves to the E-UTRAN and performs access procedures toward target eNodeB.

5.
When the UE has got access to target eNodeB it sends the message HO to E-UTRAN Complete.

6.
When the UE has successfully accessed the target eNodeB, the target eNodeB informs the target MME by sending the message Handover Notify.

7.
Then the target MME knows that the UE has arrived to the target side and target MME informs the source SGSN by sending the message Forward Relocation Complete. The source SGSN will also acknowledge that information. A timer in source SGSN is started to supervise when resources in the in Source RNC and Source Serving GW (in case of Serving GW relocation) shall be released (normally this will occur when Source SGSN receives the message Cancel Location from HSS). Further action in the source SGSN continues at step 14.

8.
The target MME will now complete the Inter-RAT Handover procedure by informing the Serving GW (for Serving GW relocation this will be the Target Serving GW) that the target MME is now responsible for all the bearers the UE have established. This is performed in the message Update Bearer Request (Cause, MME Tunnel Endpoint Identifier for Control Plane, EPS Bearer ID, MME Address for Control Plane, eNodeB Address(es) and TEID(s) for User Traffic, PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic and RAT type).

9.
The Serving GW (for Serving GW relocation this will be the Target Serving GW) may inform the PDN GW the change of for example for Serving GW relocation or the RAT type that e.g. can be used for charging, by sending the message Update Bearer Request. The PDN GW must acknowledge the request with the message Update Bearer Response. In the case of Serving GW relocation, the PDN GW updates its context field and returns an Update Bearer Response (PDN GW address and TEID, MSISDN, etc.) message to the Serving GW. The MSISDN is included if the PDN GW has it stored in its UE context.


If PCC infrastructure is used, the PDN GW informs the PCRF about the change of, for example, the RAT type.

10.
The Serving GW (for Serving GW relocation this will be the Target Serving GW) acknowledges the user plane switch to the target MME via the message Update Bearer Response (Cause, Serving GW Tunnel Endpoint Identifier for Control Plane, Serving GW Address for Control Plane, Protocol Configuration Options, PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic). At this stage the user plane path is established for all bearers between the UE, target eNodeB, Serving GW (for Serving GW relocation this will be the Target Serving GW)  and PDN GW.

11.
The UE sends a Tracking Area Update Request message to the target MME informing it that the UE is located in a new tracking area. The UE shall send this message immediately after step 5.


The target MME knows that an IRAT Handover has been performed for this UE and can therefore exclude the context procedures between source SGSN and target MME which normally are used within the TA Update procedure.

12.
At this point the target MME may optionally invoke security function. The security function can be deferred and performed at any later time as well. Procedures are defined in the clause 5.3.10 on "Security Function".
13.
The target MME informs the HSS of the change of CN node by sending Update Location (MME Address, IMSI) message to the HSS.

14.
The HSS sends a Cancel Location (IMSI, Cancellation Type) message to the source SGSN with Cancellation Type set to Update Procedure. The source SGSN acknowledges with a Cancel Location Acknowledge (IMSI) message.

15.
After step 7 the source SGSN will clean-up all its resources towards source RNC by performing the Iu Release procedures. When there is no longer any need for the RNC to forward data, the source RNC responds with an Iu Release Complete message.

16.
This step is only performed in case of Serving GW relocation. When the source SGSN removes the MM context, and if the source SGSN receives the Serving GW change indication in the Forward Relocation Response message, the source SGSN deletes the EPS bearer resources by sending Delete PDP Context Request (Cause, TEID) messages to the Source Serving GW. The source SGSN shall indicate to the Source Serving GW that the Source Serving GW shall not initiate a delete procedure towards the PDN GW. The Source Serving GW acknowledges with Delete PDP Context Response (TEID) messages.

17.
The HSS sends Insert Subscriber Data (IMSI, Subscription data) message to the target MME. The target MME validates the UE presence in the new TA. If all checks are successful for the UE the target MME returns an Insert Subscriber Data Acknowledge (IMSI) message to the HSS. If the subscribed AMBR received from the HSS in this step is different from the one previously provided to the eNodeB, Serving GW and PDNGW, the MME initiates the AMBR update in the eNodeB, Serving GW and PDNGW using the HSS Initiated Subscribed QoS Modification procedure.

18.
The HSS acknowledges the Update Location by returning an Update Location Ack (IMSI) message to the target MME.

19.
The target MME validates the UE presence in the new TA. If the UE is allowed to be attached in this TA, the target MME updates the MM context and sends a Tracking Area Update Accept (GUTI, TAI-List, etc.) message to the UE. The MME may provide the eNodeB with Handover Restriction List. Handover Restriction List is described in clause 4.3.5.7 "Mobility Restrictions".

20.
The UE confirms the re-allocation of the new GUTI by responding to the target MME with a Tracking Area Update Complete message.

********** NEXT MODIFIED SECTION *********

5.5.2.3.3
Execution phase
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Figure 5.5.2.3.3-1: E-UTRAN to GERAN A/Gb mode Inter RAT HO, execution phase

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A) and (B) are defined in TS 23.402 [2]. Step (B) shows PCRF interaction in the case of PMIP-based S5/S8. Steps 10 and 10a concern GTP based S5/S8



The source eNodeB continues to receive downlink and uplinkuser plane PDUs.

1.
The Source MME completes the preparation phase towards Source eNodeB by sending the message Handover Command (Target to Source Transparent Container (PS Handover Command with RN part and EPC part), Bearers Subject to Data Forwarding List). The "Bearers Subject to Data forwarding list" may be included in the message and it shall be a list of 'Address(es) and TEID(s) for user traffic data forwarding' received from target side in the preparation phase (Forward Relocation Response message (Step 7) in case of Direct Forwarding, else parameters received in Step 8a).


Source eNodeB initiate data forwarding for the bearers specified in the "Bearers Subject to Data Forwarding List". The data forwarding may go directly i.e. to target SGSN or alternatively go via the Serving GW if so decided by source MME and/or target SGSN in the preparation phase.

2.
The Source eNodeB will give a command to the UE to handover to the Target Access System via the message HO from E-UTRAN Command. This message includes a transparent container including radio aspect parameters that the Target BSS has set-up in the preparation phase (RN part). This message also includes the XID and IOV-UI parameters received from the Target SGSN (EPC part).


Upon the reception of the HO from E-UTRAN Command message containing the Handover Command message, the UE shall associate its bearer IDs to the respective PFIs based on the relation with the NSAPI and shall suspend the uplink transmission of the user plane data.

3.
The Source eNodeB may inform the Source MME which then informs the Target SGSN regarding "delivery order" parameters in the message Forward SRNS Context.


The need for step 3 is FFS.
4.
The UE moves to the Target GERAN A/Gb (2G) system and performs executes the handover according to the parameters provided in the message delivered in step 2. The procedure is the same as in step 6 in subclause 5.3.2.2 in TS 43.129 [8] with the additional function of association of the received PFI and existing Bearer Id related to the particular NSAPI.

5.
After accessing the cell using access bursts and receiving timing advance information from the BSS in step 4, the UE processes the NAS container and then sends one XID response message to the target SGSN via target BSS. The UE sends this message immediately after receiving the Packet Physical Information message containing the timing advance or, in the synchronised network case, immediately if the PS Handover Access message is not required to be sent.


Upon sending the XID Response message, the UE shall resume the user data transfer only for those NSAPIs for which there are radio resources allocated in the target cell. For NSAPIs using LLC ADM, for which radio resources were not allocated in the target cell, the MS may request for radio resources using the legacy procedures.


If the Target SGSN indicated XID Reset (i.e. reset to default XID parameters) in the NAS container included in the HO from E-UTRAN Command message, and to avoid collision cases the mobile station may avoid triggering XID negotiation for any LLC SAPI used in LLC ADM, but wait for the SGSN to do so (see step 12). In any case the mobile station may avoid triggering XID negotiation for any LLC SAPI used in LLC ABM, but wait for the SGSN to do so (see step 12a).


This step is the same as specified in clause 5.3.2.2 in TS 43.129 [8].

6.
Upon reception of the first correct RLC/MAC block (sent in normal burst format) from the UE to the Target BSS, the Target BSS informs the Target SGSN by sending the message PS Handover Complete (IMSI, and Local TLLI).

7.
The Target BSS also relays the message XID Response to the Target SGSN. Note, the message in step 6 and 7 may arrive in any order in the Target SGSN.

8.
Then the Target SGSN knows that the UE has arrived to the target side and Target SGSN informs the Source MME by sending the message Forward Relocation Complete. The Source MME will also acknowledge that information. A timer in source MME is started to supervise when resources in Source eNodeB and Source Serving GW (in case of Serving GW relocation) shall be released (normally this will occur when Source MME receives the message Cancel Location from HSS). Further action in the Source MME continues at step 16.

9.
The Target SGSN will now complete the Handover procedure by informing the Serving GW (for Serving GW relocation this will be the Target Serving GW) that the Target SGSN is now responsible for all the PDP Context the UE have established. This is performed in the message Update PDP Context Request (Serving GW Tunnel Endpoint Identifier for Control Plane, NSAPI(s), SGSN Address for Control Plane, SGSN Address(es) and TEID(s) for User Traffic, PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic and RAT type).

10.
The Serving GW (for Serving GW relocation this will be the Target Serving GW) may inform the PDN GW the change of, for example, in case of Serving GW relocation or the RAT type, that e.g. can be used for charging, by sending the message Update Bearer Request. The PDN GW must acknowledge the request with the message Update Bearer Response. In the case of Serving GW relocation, the PDN GW updates its context field and returns an Update Bearer Response (PDN GW address and TEID, MSISDN, etc.) message to the Serving GW. The MSISDN is included if the PDN GW has it stored in its UE context.


If PCC infrastructure is used, the PDN GW informs the PCRF about the change of, for example, the RAT type.

11.
The Serving GW (for Serving GW relocation this will be the Target Serving GW) acknowledges the user plane switch to the Target SGSN via the message Update PDP Context Response (Cause, Serving GW Tunnel Endpoint Identifier for Control Plane, Serving GW Address for Control Plane, Protocol Configuration Options, PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic). At this stage the user plane path is established for all PDP contexts between the UE, Target BSS, Target SGSN, Serving GW (for Serving GW relocation this will be the Target Serving GW) and PDN GW.

12.
If the Target SGSN indicated XID Reset (i.e. reset to default XID parameters) in the NAS container included in the HO from E-UTRAN Command message, then on receipt of the PS Handover Complete the Target SGSN initiates an LLC/SNDCP XID negotiation for each LLC SAPI used in LLC ADM. In this case if the Target SGSN wants to use the default XID parameters, it shall send an empty XID Command. If the Target SGSN indicated 'Reset to the old XID parameters' in the NAS container, no further XID negotiation is required for LLC SAPIs used in LLC ADM only.

12a.
The Target SGSN (re-)establishes LLC ABM for the PDP contexts which use acknowledged information transfer. During the exchange of SABM and UA the SGSN shall perform LLC/SNDCP XID negotiation.


These steps (12 and 12a) are the same as specified in clause 5.3.2.2 in TS 43.129 [8].

13.
The UE sends a Routeing Area Update Request message  to the target SGSN informing it that the UE is located in a new routing area. The UE shall send this message immediately after step 5.


The target SGSN knows that a Handover has been performed for this UE and can therefore exclude the context procedures between source MME and target SGSN which normally are used within the RA Update procedure.

14.
At this point the target SGSN may optionally invoke security function. The security function can be deferred and performed at any later time as well. Procedures are defined in the clause 5.3.10 on "Security Function".

NOTE 2:
During a security function the SGSN has to suspend the downlink transmission of user data.

15.
The target SGSN informs the HSS of the change of CN node by sending Update Location (SGSN Number, SGSN Address, IMSI) message to the HSS.

16.
The HSS sends a Cancel Location (IMSI, Cancellation Type) message to the source MME with Cancellation Type set to Update Procedure. The source MME acknowledges with a Cancel Location Acknowledge (IMSI) message.

17.
After the source MME has received the Cancel Location message or the timer started at Step 8 expires, the source MME sends a Release Resources message to the source eNodeB. The Source eNodeB releases its resources related to the UE.

18.
This step is only performed in case of Serving GW relocation. When the source MME removes the MM context, and if the source MME receives the Serving GW change indication in the Forward Relocation Response message, the source MME deletes the EPS bearer resources by sending Delete Bearer Request (Cause, TEID) messages to the Source Serving GW. The source MME shall indicate to the Source Serving GW that the Source Serving GW shall not initiate a delete procedure towards the PDN GW. The Source Serving GW acknowledges with Delete Bearer Response (TEID) messages.

19.
The HSS sends Insert Subscriber Data (IMSI, Subscription data) message to the target SGSN. The target SGSN validates the UE presence in the new RA. If all checks are successful for the UE the target SGSN returns an Insert Subscriber Data Acknowledge (IMSI) message to the HSS.

20.
The HSS acknowledges the Update Location by returning an Update Location Ack (IMSI) message to the target SGSN.

21.
The target SGSN validates the UE presence in the new RA. If the UE is allowed to be attached in this RA, the target SGSN updates the MM context and sends a Routing Area Update Accept (P-TMSI, TMSI, P-TMSI signature, etc.) message to the UE.

Editor's note:
The mechanism by which the UE/network causes the MSC/VLR TMSI to be allocated is FFS.

22.
The UE confirms the re-allocation of the new P-TMSI by responding to the target SGSN with a Routing Area Update Complete message. The UE derives the Local TLLI from the new P-TMSI using the current MM procedures.

********** NEXT MODIFIED SECTION *********

5.5.2.4.3
Execution phase
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Figure 5.5.2.4.3-1: GERAN A/Gb mode to E-UTRAN Inter RAT HO, execution phase

NOTE:
For a PMIP-based S5/S8, procedure steps (A) are defined in TS 23.402 [2]. Steps 9 and 9a concern GTP based S5/S8.


The source SGSN continues to receive downlink and uplink user plane PDUs.

When source SGSN receives the Forward Relocation Response message it may start downlink N-PDU relay and duplication to the target eNodeB (in case of Direct Forwarding) or via the Serving GW (in case Indirect Forwarding), and the target eNodeB may start blind transmission of downlink user data towards the UE over the allocated radio channels.

1.
The Source SGSN completes the preparation phase towards Source BSS by sending the message PS HO Required Acknowledge (TLLI, List of Set Up PFCs, Target to Source Transparent Container). This message includes all PFIs that could be established on the Target side.


Before sending the PS Handover Required Acknowledge message, the source SGSN may suspend downlink data transfer for any PDP contexts.


Before sending the PS Handover Command message to the UE the source BSS, may try to empty the downlink BSS buffer for any BSS PFCs.

2.
The Source BSS will command the UE to handover to the target eNodeB via the message PS Handover Command. The access system specific message to UE includes a transparent container including radio aspect parameters that the Target eNodeB has set-up in the preparation phase. The procedures for this are FFS.

3.
Source SGSN informs the Target MME/Target eNodeB regarding source access system contexts in the message Forward SRNS Context.


The need for this step is FFS.
4.
The UE moves to the E-UTRAN and performs access procedures toward Target eNodeB.

5.
When the UE has got access to Target eNodeB it sends the message HO to E-UTRAN Complete.

6.
When the UE has successfully accessed the Target eNodeB, the Target eNodeB informs the Target MME by sending the message Handover Notify.

7.
Then the Target MME knows that the UE has arrived to the target side and Target MME informs the Source SGSN by sending the message Forward Relocation Complete. The Source SGSN will also acknowledge that information. When the Forward Relocation Complete message has been received and there is no longer any need for the SGSN to forward data, the SGSN stops data forwarding. A timer in source SGSN is started to supervise when resources in the Source Serving GW (in case of Serving GW relocation) shall be released (normally this will occur when Source SGSN receives the message Cancel Location from HSS). Further action in the Source SGSN continues at step 11.

8.
The Target MME will now complete the Handover procedure by informing the Serving GW (for Serving GW relocation this will be the Target Serving GW) that the Target MME is now responsible for all the EPS bearers the UE have established. This is performed in the message Update Bearer Request (Cause, MME Tunnel Endpoint Identifier for Control Plane, EPS Bearer ID(s), MME Address for Control Plane, eNodeB Address(es) and TEID(s) for User Traffic, PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic and RAT type).

9.
The Serving GW (for Serving GW relocation this will be the Target Serving GW) informs the PDN GW(s) the change of, for example, for Serving GW relocation or the RAT type, that e.g. can be used for charging, by sending the message Update Bearer Request. The PDN GW must acknowledge the request with the message Update Bearer Response.


If PCC infrastructure is used, the PDN GW informs the PCRF about the change of, for example, the RAT type.

10.
The Serving GW (for Serving GW relocation this will be the Target Serving GW) acknowledges the user plane switch to the Target MME via the message Update Bearer Response (Cause, Serving GW Tunnel Endpoint Identifier for Control Plane, Serving GW (for Serving GW relocation this will be the Target Serving GW) Address for Control Plane, Protocol Configuration Options, PDN GW addresses and TEIDs (for GTP-based S5/S8) or GRE keys (for PMIP-based S5/S8) at the PDN GW(s) for uplink traffic). At this stage the user plane path is established for all bearers between the UE, Target eNodeB, Serving GW (for Serving GW relocation this will be the Target Serving GW)  and PDN GW.

11.
The Source SGSN will clean-up all its resources towards Source BSS by performing the BSS Packet Flow Delete procedure.

12.
The UE sends a Tracking Area Update Request message to the target MME informing it that the UE is located in a new tracking area. The UE shall send this message immediately after step 5.


The target MME knows that a Handover has been performed for this UE and can therefore exclude the context procedures between source SGSN and target MME which normally are used within the TA Update procedure.

13.
At this point the target MME may optionally invoke security function. The security function can be deferred and performed at any later time as well. Procedures are defined in the clause 5.3.10 on "Security Function".

14.
The target MME informs the HSS of the change of CN node by sending Update Location (MME Address, IMSI) message to the HSS.

15.
The HSS sends a Cancel Location (IMSI, Cancellation Type) message to the source SGSN with Cancellation Type set to Update Procedure. The source SGSN acknowledges with a Cancel Location Acknowledge (IMSI) message.

16.
This step is only performed in case of Serving GW relocation. When the source SGSN removes the MM context, and if the source SGSN receives the Serving GW change indication in the Forward Relocation Response message, the source SGSN deletes the EPS bearer resources by sending Delete PDP Context Request (Cause, TEID) messages to the Source Serving GW. The source SGSN shall indicate to the Source Serving GW that the Source Serving GW shall not initiate a delete procedure towards the PDN GW. The Source Serving GW acknowledges with Delete PDP Context Response (TEID) messages.

17.
The HSS sends Insert Subscriber Data (IMSI, Subscription data) message to the target MME. The target MME validates the UE presence in the new TA. If all checks are successful for the UE the target MME returns an Insert Subscriber Data Acknowledge (IMSI) message to the HSS. If the AMBR received from the HSS in this step is different from the one previously provided to the eNodeB, Serving GW and PDNGW, the MME initiates the AMBR update in the eNodeB, Serving GW and PDNGW using the HSS Initiated Subscribed QoS Modification procedure.

18.
The HSS acknowledges the Update Location by returning an Update Location Ack (IMSI) message to the target MME.

19.
The target MME validates the UE presence in the new TA. If the UE is allowed to be attached in this TA, the target MME updates the MM context and sends a Tracking Area Update Accept (GUTI, TAI-List, etc.) message to the UE.

20.
The UE confirms the re-allocation of the new GUTI by responding to the target MME with a Tracking Area Update Complete message.

********** NEXT MODIFIED SECTION *********

5.6
Information storage


This clause describes information storage structures required for the EPS when 3GPP access only is deployed. Information storage for the case where non 3GPP accesses are deployed is in TS 23.402 [2]

********** NEXT MODIFIED SECTION *********

5.6.1
HSS

IMSI is the prime key to the data stored in the HSS. The data held in the HSS is defined in Table 5.6.1-1 here below.
The table below is applicable to E-UTRAN in standalone operation only.

Table 5.6.1-1: HSS data

	Field
	Description
	Status 

	IMSI
	IMSI is the main reference key.
	

	MSISDN
	The basic MSISDN of the UE (Presence of MSISDN is optional).
	

	IMEI / IMEISV
	International Mobile Equipment Identity - Software Version Number
	

	MME Address
	The IP address of the MME currently serving this MS.
	

	MS PS Purged from EPS
	Indicates that the EMM and ESM contexts of the UE are deleted from the MME.
	

	ODB parameters
	Indicates that the status of the operator determined barring 
	

	Access Restriction
	Indicates the access restriction subscription information. 
	FFS

	APN-OI Replacement
	Indicates the domain name to replace the APN OI when constructing the PDN GW FQDN upon which to perform a DNS resolution. This replacement applies for all the APNs in the subscriber's profile.
	

	Each subscription profile contains one or more APN configurations:
	

	Context Identifier
	Index of the APN configuration.
	

	IP Address
	IP address. (it is FFS if This field shall be empty if dynamic addressing is allowed). 
	FFS

	Access Point Name
	A label according to DNS naming conventions describing the access point to the packet data network.
	

	EPS subscribed QoS profile
	The bearer level QoS parameter values for that APN's default bearer (QCI and ARP) and that APN's AMBR (see clause 4.7.3).
	

	VPLMN Address Allowed
	Specifies whether for this APN the MS is allowed to use the PGW in the domain of the HPLMN only, or additionally the PGW in the domain of the VPLMN.
	

	PGW address
	The address currently used for the PDN GW supporting this APN
	


NOTE 1:
IMEI and SVN are stored in HSS when the Automatic Device Detection feature is supported, see subclause 15.5 of TS 23.060 [7].

NOTE 2:
The 'EPS subscribed QoS profile' stored in HSS is complementary to the legacy 'GPRS subscribed QoS profile'.

NOTE 3:
In order to avoid impacts on the current GPRS roaming environment (including that used on the GRX network), such format as "*.mnc<MNC>.mcc<MCC>.gprs" for the value of APN‑OI Replacement is be required.

Editor's note:
The "Status" columns will be removed when the FFS's are resolved.

Editor's note:
How to store the information that an APN is the default APN is FFS.

********** NEXT MODIFIED SECTION *********

5.9
Interactions with other services

NOTE:
Specific support for emergency access and location services are out of scope of this release.


********** NEXT MODIFIED SECTION *********

5.10
Multiple-PDN support

5.10.1
General

This section is related to the support of multiple-PDNs. When a UE attaches to the EPS via E-UTRAN, the principles of multiple PDN support defined as below:

-
Simultaneous exchange of IP traffic to multiple PDNs is supported in the EPS, when the network policies and user subscription allow it. For UEs in which applications are not aware of multiple PDN access and the presence of multiple IP addresses, overlapping address spaces are not supported.

-
It shall be possible to support in the EPS simultaneous exchange of IP traffic to multiple PDNs through the use of separate PDN GWs or single PDN GW.

-
The EPS also supports an UE-initiated connectivity establishment to separate PDN GWs or single PDN GW in order to allow parallel access to multiple PDNs.


5.10.2
UE requested PDN connectivity

The UE requested PDN connectivity procedure for an E-UTRAN is depicted in figure 5.10.2-1. The procedure allows the UE to request for connectivity to a PDN including allocation of a default bearer.
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Figure 5.10.2-1: UE requested PDN connectivity

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A) are defined in TS 23.402 [2]. Steps 3, 4, and 5 concern GTP based S5/S8.

1.
The UE initiates the UE Requested PDN procedure by the transmission of a PDN Connectivity Request (APN or Default APN indicator, PDN Address Allocation, Protocol Configuration Options) message. If the UE was in ECM-IDLE mode, this NAS message is preceded by the Service Request procedure with "Service Type = signalling". The PDN Address Allocation indicates whether the UE wants to perform the IP address allocation during the execution of the procedure and, when known, it indicates the UE IP version capability (IPv4, IPv4/IPv6, IPv6), which is the capability of the IP stack associated with the UE. The MME verifies that the APN provided by UE is allowed by subscription. If the UE provides an indicator requesting to use the Default APN instead of APN, the Default APN shall be used for the remainder of this procedure. Protocol Configuration Options (PCO) are used to transfer parameters between the UE and the PDN GW, and are sent transparently through the MME and the Serving GW.

Editor's note:
An indicator for requesting use of the Default APN is to be defined during stage 3 works. e.g. a pre-defined string such as 'default' or lack of APN. This indicator should be known to all UEs.

Editor's note:
It's FFS whether the other values of the PDN Address Allocation and related use should be considered.

2.
The MME selects a PDN GW as described in clause 4.3.8.1
on PDN GW Selection Function (3GPP accesses), allocates a Bearer Id, and sends a Create Default Bearer Request (IMSI, MSISDN, MME Context ID, RAT type, PDN GW address, Default Bearer QoS, PDN Address Allocation, AMBR, APN, EPS Bearer Id, Protocol Configuration Options) message to the Serving GW. The RAT type is provided in this message for the later PCC decision. The AMBR applied to the relevant PDN access is also provided in this message. The MSISDN is included if the MME has it stored for that UE

Editor's note:
It is FFS how static IP address allocation is managed.

3.
The Serving GW creates a new entry in its EPS Bearer table and sends a Create Default Bearer Request (IMSI, MSISDN, Serving GW Address for the user plane, Serving GW TEID of the user plane, Serving GW TEID of the control plane, RAT type, Default Bearer QoS, PDN Address Allocation, AMBR, APN, Bearer Id, Protocol Configuration Options) message to the PDN GW indicated in the PDN GW address received in the previous step. After this step, the Serving GW buffers any downlink packets it may receive from the PDN GW until receives the message in step 11 below. The MSISDN is included if received from the MME.

4.
The PDN GW may interact with the PCRF to get the default PCC rules for the UE if PCRF is applied in the network. This may optionally lead to the establishment of a number of dedicated bearers following the procedures defined in clause 5.4.1 in association with the establishment of the default bearer.


The RAT type is provided to the PCRF by the PDN GW if received by the previous message. If the PDN GW/PCEF is configured to activate predefined PCC rules for the default bearer, the interaction with the PCRF is not required (e.g. operator may configure to do this) at the moment.


5.
The PDN GW returns a Create Default Bearer Response (PDN GW Address for the user plane, PDN GW TEID of the user plane, PDN GW TEID of the control plane, PDN Address Information, EPS Bearer Id, Protocol Configuration Options, UL TFT) message to the Serving GW. PDN Address Information is included if the PDN GW allocated a PDN address Based on PDN Address Allocation received in the Create Default Bearer Request. PDN Address Information contains an IPv4 address for IPv4 and/or an IPv6 prefix and an Interface Identifier for IPv6. The PDN GW takes into account the UE IP version capability indicated in the PDN Address Allocation and the policies of operator when the PDN GW allocates the PDN Address Information.

6.
The Serving GW returns a Create Default Bearer Response (PDN Address Information, Serving GW address for User Plane, Serving GW TEID for User Plane, Serving GW Context ID, Bearer Id, Protocol Configuration Options, UL TFT) message to the MME. PDN Address Information is included if it was provided by the PDN GW.

7.
The MME sends PDN Connectivity Accept (APN, PDN Address Information, EPS Bearer Id) message to the eNodeB. This message is contained in an S1_MME control message Bearer Setup Request (Bearer QoS, PDN Connectivity Accept, Session Management Configuration, S1-TEID, Protocol Configuration Options). This S1 control message includes bearer level QoS parameters and the AMBR associated with the PDN Address Information, and QoS information needed to set up the radio bearer, as well as the TEID at the Serving GW used for user plane and the address of the Serving GW for user plane. The PDN address information, if assigned by the PDN GW, is included in this message. MME will not send the S1 Bearer Setup Request message until any outstanding S1 Bearer Setup Response message for the same UE has been received or timed out. The UL TFT shall be included in the Session Management Configuration IE. The MME may provide the eNodeB with Handover Restriction List. Handover Restriction List is described in clause 4.3.5.7 "Mobility Restrictions".

8.
The eNodeB sends RRC Connection Reconfiguration to the UE including the Session Management Configuration IE, and the PDN Connectivity Accept (PDN Address Information, EPS Bearer Id, Protocol Configuration Options) will be sent along to the UE. The UE shall ignore the IPv6 prefix information in PDN Address Information. The UE uses the uplink packet filter (UL TFT) to determine the mapping of uplink packets to the radio bearer.

NOTE 2:
The IP address allocation details are described in the clause 5.3.1 "IP Address Allocation".

9.
The UE sends the RRC Connection Reconfiguration Complete to the eNodeB.

10.
The eNodeB send an S1_MME control message Bearer Setup Response to the MME. The S1 control message includes the TEID of the eNodeB and the address of the eNodeB used for downlink traffic on the S1_U reference point.


After the PDN Connectivity Accept message and once the UE has obtained a PDN Address Information, the UE can then send uplink packets towards the eNodeB which will then be tunnelled to the Serving GW and PDN GW.

11.
The MME sends an Update Bearer Request (eNodeB address, eNodeB TEID) message to the Serving GW.

12.
The Serving GW acknowledges by sending Update Bearer Response to the MME. The Serving GW can then send its buffered downlink packets.

13.
After the MME receives Update Bearer Response in step 13, if an EPS bearer was established and if the subscription data indicates that the user is allowed to perform handover to non-3GPP accesses, the MME shall send an Update Location Request including the PDN GW address and the APN to the HSS for mobility with non-3GPP accesses.

14.
The HSS stores the PDN GW address and the associated APN, and sends an Update Location Response to the MME.


********** NEXT MODIFIED SECTION *********

Annex A (normative):
Void








********** NEXT MODIFIED SECTION *********

D.3.4
3G SGSN to MME combined hard handover and SRNS relocation procedure

The 3G SGSN to MME Combined Hard Handover and SRNS Relocation procedure is illustrated in Figure D.3.4-1.

Any steps descriptions that are from TS 23.060 [7] are shown as blue text and remain unmodified. In those step descriptions an MS stands for UE, new SGSN for new MME and GGSN for PGW.

The same procedure applies for pre-Rel-8 SGSN to Rel-8 SGSN Combined Hard Handover and SRNS Relocation procedure. In this case the new MME is a new Rel-8 SGSN.

The procedure between E-UTRAN eNodeB and UE, and between E-UTRAN eNodeB and MME are copied from TS 23.401 unmodified.

Direct forwarding of payload PDUs is assumed in the scenarios below. The indirect forwarding is FFS for pre-Rel-8 3GPP IRAT handovers.
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Figure D.3.4-1: 3G SGSN to MME combined hard handover and SRNS relocation procedure

1.
The source RNC decides to initiate a handover to E-UTRAN.

2.
The source SRNC sends a Relocation Required message (Relocation Type, Cause, Source ID, Target ID, Source RNC To Target RNC Transparent Container) to the old SGSN. The source SRNC shall set Relocation Type to "UE Involved". Source RNC To Target RNC Transparent Container includes the necessary information for relocation co‑ordination, security functionality and RRC protocol context information (including MS Capabilities).

NOTE 1:
This step is unmodified compared to pre-Rel-8. The target eNodeB acts as the target RNC.

3.
The old SGSN determines from the Target ID if the SRNS relocation is intra-SGSN SRNS relocation or inter-SGSN SRNS relocation. In case of inter-SGSN SRNS relocation the old SGSN initiates the relocation resource allocation procedure by sending a Forward Relocation Request message (IMSI, Tunnel Endpoint Identifier Signalling, MM Context, PDP Context, Target Identification, RAN Transparent Container, RANAP Cause, GCSI) to the new SGSN. For relocation to an area where Intra Domain Connection of RAN Nodes to Multiple CN Nodes is used, the old SGSN may – if it provides Intra Domain Connection of RAN Nodes to Multiple CN Nodes -have multiple target SGSNs for each relocation target in a pool area, in which case the old SGSN will select one of them to become the new SGSN, as specified in TS 23.236 [30]. PDP context contains GGSN Address for User Plane and Uplink TEID for Data (to this GGSN Address and Uplink TEID for Data, the old SGSN and the new SGSN send uplink packets). At the same time a timer is started on the MM and PDP contexts in the old SGSN (see Routeing Area Update procedure in subclause "Location Management Procedures (Iu mode)"). The Forward Relocation Request message is applicable only in case of inter-SGSN SRNS relocation. The old SGSN 'sets' the GCSI flag if the MM context contains GPRS CAMEL Subscription Information.

NOTE 2:
This step is unmodified compared to pre-Rel-8. The new MME acts the new SGSN, and the PGW as the GGSN. The GGSN user plane address and uplink TEID are the PGW user plane address and TEID.  The MME maps the PDP context parameters to EPS bearers.

4.
The MME selects a Serving GW and sends a Create Bearer Request (bearer context(s) with PDN GW addresses and TEIDs for uplink traffic, local AMBR) message to the target Serving GW. The AMBR is locally provided by the target MME.

5.
The Serving GW allocates the S-GW addresses and TEIDs for the uplink traffic on S1_U reference point (one TEID per bearer). The target Serving GW sends a Create Bearer Response (Serving GW addresses and uplink TEID(s) for user plane) message back to the target MME.

6.
The target MME requests the target eNodeB to establish the bearer(s) by sending the message Relocation Request (UE Identifier, Cause, CN Domain Indicator, K_eNB, Integrity protection information (i.e. selected Integrity Protection algorithm(s)), Encryption information (i.e. selected Ciphering algorithm(s)), EPS Bearers to be setup list, Source to Target Transparent Container, Serving GW Address(es) and TEID(s) for User Traffic Data, KSI, key derivation parameter).


If the MME has a security association with the UE, the earlier selected NAS and AS security algorithms and related keys will be utilized on handover to E-UTRAN. If the MME does not have a security association with the UE, then an operator configured default security algorithm is applied for NAS and AS (UP and RRC) security. KSI and key derivation parameters are targeted for UE. The KSI parameter informs the UE whether a security association exists with the MME and is used or whether it does not exist and UTRAN CK and IK based keys are used in target eNB and in the target MME.


The local AMBR shall be included in the 'EPS Bearers be setup list ' IE when AMBR is needed.

NOTE 3:
This step is unmodified compared to  TS 23.401. The MME derives the security parameters from the security parameters received from the SGSN.

7.
The target eNodeB allocates the requested resources and returns the applicable parameters to the target MME in the message Relocation Request Acknowledge (Target to Source Transparent Container, EPS Bearers setup list, EPS Bearers failed to setup list).


In addition to the information provided by the MME (KSI, key derivation parameter), the target eNodeB inserts eNB C-RNTI that is used to derive target eNB KeNB as well as the RRC and UP keys into the UTRAN RRC message, which is contained in the Target to Source Transparent Container.

NOTE 4:
This step is unmodified compared to TS 23.401.

8.
When resources for the transmission of user data between target RNC and new SGSN have been allocated and the new SGSN is ready for relocation of SRNS, the Forward Relocation Response (Cause, RAN Transparent Container, RANAP Cause, Target-RNC Information) message is sent from the new SGSN to the old SGSN. This message indicates that the target RNC is ready to receive from source SRNC the forwarded downlink PDUs, i.e., the relocation resource allocation procedure is terminated successfully. RAN transparent container and RANAP Cause are information from the target RNC to be forwarded to the source SRNC. The Target RNC Information, one information element for each RAB to be set up, contains the RNC Tunnel Endpoint Identifier and RNC IP address for data forwarding from the source SRNC to the target RNC. The Forward Relocation Response message is applicable only in case of inter-SGSN SRNS relocation.

NOTE 5:
This step is unmodified compared to pre-Rel-8. The new MME acts as the new SGSN, and the target eNodeB as the target SRNC.

9.
The old SGSN continues the relocation of SRNS by sending a Relocation Command message (Target RNC To Source RNC Transparent Container, RABs To Be Released, RABs Subject To Data Forwarding) to the source SRNC. The old SGSN decides the RABs to be subject for data forwarding based on QoS, and those RABs shall be contained in RABs subject to data forwarding. For each RAB subject to data forwarding, the information element shall contain RAB ID, Transport Layer Address, and Iu Transport Association. These are the same Transport Layer Address and Iu Transport Association that the target RNC had sent to new SGSN in Relocation Request Acknowledge message, and these are used for forwarding of downlink N‑PDU from the source SRNC to the target RNC. The source SRNC is now ready to forward downlink user data directly to the target RNC over the Iu interface. This forwarding is performed for downlink user data only.

NOTE 6:
This step is unmodified compared to pre-Rel-8. The target eNodeB acts as the target RNC, and the new MME acts as the new SGSN. Note: The details of the data forwarding between eNodeB and source SRNC are FFS.
10.
The source SRNC may, according to the QoS profile, begins the forwarding of data for the RABs to be subject for data forwarding.

NOTE 7:
The order of steps, starting from step 7 onwards, does not necessarily reflect the order of events. For instance, source RNC may start data forwarding (step 7), send the RRC message to MS (step 8) and forward SRNS Context message to the old SGSN (step 9) almost simultaneously.


The data forwarding at SRNS relocation shall be carried out through the Iu interface, meaning that the GTP-PDUs exchanged between the source SRNC and the target RNC are duplicated in the source SRNC and routed at the IP layer towards the target RNC. For each radio bearer which uses lossless PDCP the GTP-PDUs related to transmitted but not yet acknowledged PDCP-PDUs are duplicated and routed at IP layer towards the target RNC together with their related downlink PDCP sequence numbers. The source RNC continues transmitting duplicates of downlink data and receiving uplink data.


Before the serving RNC role is not yet taken over by target RNC and when downlink user plane data starts to arrive to target RNC, the target RNC may buffer or discard arriving downlink GTP-PDUs according to the related QoS profile.

NOTE 8:
This step is unmodified compared to pre-Rel-8. The new MME acts as the new SGSN, and the target eNodeB as the target SRNC. The data forwarding may go directly to target eNodeB or alternatively go via the Serving GW if so decided by new MME and or/ old SGSN in the preparation phase. The details of the data forwarding between eNodeB and source SRNC are FFS.
11.
Before sending the RRC message the uplink and downlink data transfer shall be suspended in the source SRNC for RABs, which require delivery order. The RRC message is for example Physical Channel Reconfiguration for RNS to RNS relocation, or Intersystem to UTRAN Handover for BSS to RNS relocation, or Handover from UTRAN Command for BSS relocation, or Handover Command for BSS to BSS relocation. When the source SRNC is ready, the source RNC shall trigger the execution of relocation of SRNS by sending to the MS the RRC message provided in the Target RNC to source RNC transparent container, e.g., a Physical Channel Reconfiguration (UE Information Elements, CN Information Elements) message. UE Information Elements include among others new SRNC identity and S‑RNTI. CN Information Elements contain among others Location Area Identification and Routeing Area Identification.


When the MS has reconfigured itself, it sends an RRC message e.g., a Physical Channel Reconfiguration Complete message to the target SRNC. If the Forward SRNS Context message with the sequence numbers is received, the exchange of packets with the MS may start. If this message is not yet received, the target RNC may start the packet transfer for all RABs, which do not require maintaining the delivery order.

NOTE 9:
This step is unmodified compared to pre-Rel-8. This text is valid for the RRC message sent from source RNC to the UE. When the UE has got access to target eNodeB it sends the HO to E-UTRAN Complete message. This RRC message received as part of Target to Source Transparent Container, includes information about the selected security algorithms and related key information. Based on this information, the UE selects the same algorithms for the NAS in case the KSI value indicates that the MME has no security association with the UE. In case the KSI value indicates that the MME has a security association with the UE, but the UE has lost the security context of the E-UTRAN side (error case), the UE will start Attach procedure on the E-UTRAN side

12.
The source SRNC continues the execution of relocation of SRNS by sending a Forward SRNS Context (RAB Contexts) message to the target RNC via the old and the new SGSN. The Forward SRNS Context message is acknowledged by a Forward SRNS Context Acknowledge message, from new to old SGSN. The purpose of this procedure is to transfer SRNS contexts from the source RNC to the target RNC, and to move the SRNS role from the source RNC to the target RNC. SRNS contexts are sent for each concerned RAB and contain the sequence numbers of the GTP PDUs next to be transmitted in the uplink and downlink directions and the next PDCP sequence numbers that would have been used to send and receive data from the MS. PDCP sequence numbers are only sent by the source RNC for the radio bearers which used lossless PDCP [57]. The use of lossless PDCP is selected by the RNC when the radio bearer is set up or reconfigured. For PDP context(s) using delivery order not required (QoS profile), the sequence numbers of the GTP-PDUs next to be transmitted are not used by the target RNC.


If delivery order is required (QoS profile), consecutive GTP-PDU sequence numbering shall be maintained throughout the lifetime of the PDP context(s). Therefore, during the entire SRNS relocation procedure for the PDP context(s) using delivery order required (QoS profile), the responsible GTP-U entities (RNCs and GGSN) shall assign consecutive GTP-PDU sequence numbers to user packets belonging to the same PDP context uplink and downlink, respectively.


The target RNC establishes and/or restarts the RLC and exchanges the PDCP sequence numbers (PDCP‑SNU, PDCP‑SND) between the target RNC and the MS. PDCP‑SND is the PDCP sequence number for the next expected in-sequence downlink packet to be received by the MS per radio bearer, which used lossless PDCP in the source RNC. PDCP‑SND confirms all mobile terminated packets successfully transferred before the SRNC relocation. If PDCP‑SND confirms reception of packets that were forwarded from the source SRNC, then the target SRNC shall discard these packets. PDCP‑SNU is the PDCP sequence number for the next expected in-sequence uplink packet to be received in the RNC per radio bearer, which used lossless PDCP in the source RNC. PDCP‑SNU confirms all mobile originated packets successfully transferred before the SRNC relocation. If PDCP‑SNU confirms reception of packets that were received in the source SRNC, the MS shall discard these packets.

NOTE 10:
This step is unmodified compared to pre-Rel-8. The new MME acts as the new SGSN, and the target eNodeB as the target SRNC. The forward SRNS Context message from new MME to the target eNodeB is defined in TS 23.401. The whole SRNS context handling including PDCP sequence number handling and GTP numbering is FFS.
13.
When the UE has successfully accessed the target eNodeB, the target eNodeB informs the target MME by sending the message Relocation Complete.

NOTE 11:
This step is unmodified compared to TS 23.401.

14.
Upon receipt of Relocation Complete message, if the SRNS Relocation is an inter SGSN SRNS relocation, the new SGSN signals to the old SGSN the completion of the SRNS relocation procedure by sending a Forward Relocation Complete message.

NOTE 12:
This step is unmodified compared to pre-Rel-8. The new MME acts as the new SGSN.

15.
The target MME will now complete the PS Handover procedure by informing the Serving GW that the target MME is now responsible for all the bearers the UE have established. This is performed in the message Update Bearer Request (Cause, Tunnel Endpoint Identifier Control Plane, NSAPI, MME Address for Control Plane, eNodeB Address(es) and TEID(s) for User Traffic, RAT type, local AMBR).

NOTE 13:
This step is unmodified compared to TS 23.401.

16.
The Serving GW informs the PDN GW the local AMBR and the change of for example the RAT type that e.g. can be used for charging, by sending the message Update Bearer Request (local AMBR). The PDN GW must acknowledge the request with the message Update Bearer Response. This is FFS.
NOTE 14:
This step is unmodified compared to TS 23.401.

17.
The Serving GW acknowledges the user plane switch to the target MME via the message Update Bearer Response (Cause, Tunnel Endpoint Identifier Control Plane, and Serving GW Address for Control Plane). At this stage the user plane path is established for all bearers between the UE, target eNodeB, Serving GW and PDN GW.

NOTE 15:
This step is unmodified compared to TS 23.401.

18.
Upon receiving the Relocation Complete message or, if it is an inter-SGSN SRNS relocation, the Forward Relocation Complete message, the old SGSN sends an Iu Release Command message to the source RNC. When the RNC data-forwarding timer has expired, the source RNC responds with an Iu Release Complete message.

NOTE 16:
This step is unmodified compared to pre-Rel-8.

19.
The UE sends a Tracking Area Update Request message to the target MME informing it that the UE is located in a new tracking area.


The target MME knows that an IRAT Handover has been performed for this UE and can therefore exclude the context procedures between source SGSN and target MME which normally are used within the TA Update procedure.

20.
At this point the target MME may optionally invoke security function. The security function can be deferred and performed at any later time as well. Procedures are defined in the clause 5.3.10 on "Security Function".

21.
The target MME informs the HSS of the change of CN node by sending Update Location (MME Address, IMSI) message to the HSS.

22.
The HSS sends a Cancel Location (IMSI, Cancellation Type) message to the source SGSN with Cancellation Type set to Update Procedure. The source SGSN acknowledges with a Cancel Location Acknowledge (IMSI) message.

23.
The HSS sends Insert Subscriber Data (IMSI, Subscription data) message to the target MME. The Subscription Data contains the list of all APNs that the UE is permitted to access, an indication about which of those APNs is the Default APN, and the 'EPS subscribed QoS profile' (see clause 4.7.3) for each permitted APN. The target MME validates the UE presence in the new TA. If all checks are successful for the UE the target MME returns an Insert Subscriber Data Acknowledge (IMSI) message to the HSS.

24.
The HSS acknowledges the Update Location by returning an Update Location Ack (IMSI) message to the target MME.

25.
The MME compares the AMBR from the 'EPS subscribed QoS profile' with the local AMBR it generated. If the two AMBRs are different, the MME shall initiate Subscribed QoS Modification procedure to notify the subscribed AMBR to the eNodeB, Serving GW and PDN GW.

26.
The target MME validates the UE presence in the new TA. If the UE is allowed to be attached in this TA, the target MME updates the MM context and sends a Tracking Area Update Accept (S-TMSI, TAI-List, etc.) message to the UE.

27.
The UE confirms the re-allocation of the new S-TMSI by responding to the target MME with a Tracking Area Update Complete.
The CAMEL procedures are FFS.

If the SRNS Relocation is inter-SGSN, then the following CAMEL procedure calls shall be performed (see referenced procedures in TS 23.078 [29])

C1)
CAMEL_GPRS_PDP_Context_Disconnection, CAMEL_GPRS_Detach and CAMEL_PS_Notification.


They are called in the following order:

-
The CAMEL_GPRS_PDP_Context_Disconnection procedure is called several times: once per PDP context. The procedure returns as result "Continue".

-
Then the CAMEL_GPRS_Detach procedure is called once. The procedure returns as result "Continue".

-
Then the CAMEL_PS_Notification procedure is called once. The procedure returns as result "Continue".

The new SGSN shall determine the Maximum APN restriction based on the received APN Restriction of each PDP context from the GGSN and then store the new Maximum APN restriction value.

If the SRNS Relocation is intra-SGSN, then the above mentioned CAMEL procedures calls shall not be performed.

If Routeing Area Update occurs, the SGSN shall determine whether Direct Tunnel can be used based on the received GPRS CAMEL Subscription Information. If Direct Tunnel can not be maintained the SGSN shall re-establish RABs and initiate the Update PDP Context procedure to update the IP Address and TEID for Uplink and Downlink data.

If Routeing Area Update occurs, then the following CAMEL procedure calls shall be performed (see referenced procedures in TS 23.078 [29]):

C2)
CAMEL_GPRS_Routeing_Area_Update_Session and CAMEL_PS_Notification.


They are called in the following order:

-
The CAMEL_GPRS_Routeing_Area_Update_Session procedure is called. In Figure 42, the procedure returns as result "Continue".

-
Then the CAMEL_PS_Notification procedure is called. The procedure returns as result "Continue".

C3)
CAMEL_GPRS_Routeing_Area_Update_Context.

This procedure is called several times: once per PDP context. It returns as result "Continue".

For C2 and C3: refer to Routing Area Update procedure description for detailed message flow.

********** NEXT MODIFIED SECTION *********

D.3.6
Pre Rel-8 SGSN to MME Tracking Area Update

The Pre-Rel-8 SGSN to E-UTRAN Tracking Area Update procedure takes place when a UE that is registered with a Pre-Rel-8 SGSN selects an E-UTRAN cell. In this case, the UE changes to a Tracking Area that the UE has not yet registered with the network. This procedure is initiated by an ECM-IDLE state UE and may also be initiated if the UE is in ECM-CONNECTED state. The Pre-Rel‑8 SGSN to MME Tracking Area Update procedure is illustrated in Figure D.3.6-1.

Any steps descriptions that are from TS 23.060 [7] are shown as italic text and remain unmodified. In those step descriptions an MS stands for UE, new SGSN for new MME, old SGSN for old pre-Rel-8 SGSN, GGSN for P-GW, and HLR for HSS.
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Figure D.3.6-1: Pre-Rel‑8 SGSN to MME Tracking Area Update procedure

NOTE 1:
For a PMIP-based S5/S8, procedure steps (A) are defined in TS 23.402 [2]. Steps 13 and 15 concern GTP based S5/S8.

1.
The UE selects an E-UTRAN cell of a Tracking Area that is not in the list of TAIs that the UE registered with the network.

2.
The UE sends a Tracking Area Update Request (old P-TMSI, old RAI, old S-TMSI Signature, old GUTI, UE Network Capability, active flag, EPS bearer status, Update Type) message together with an indication of the Selected Network to the eNodeB. Selected Network indicates the network that is selected. Active flag is a request by UE to activate the radio and S1 bearers for all the active EPS Bearers by the TAU procedure. Old GUTI is included if the UE holds a valid GUTI. Old RAI and old P-TMSI are included if the UE holds a valid P-TMSI. The EPS bearer status indicates each EPS bearer that is active within the UE. Update Type is set to "ISR sync" because the UE performs an inter-RAT change and ISR was not active for the UE. The UE's ISR capability is included in the UE Network Capability element.

3.
The eNodeB derives the MME from the old GUMMEI (contained within the old GUTI) and the indicated Selected Network. If that GUMMEI is not associated with the eNodeB, or the GUMMEI is not available, the eNodeB selects the MME as described in clause 4.3.8.3 on "MME Selection Function". The eNodeB forwards the TAU Request message together with the ECGI of the cell from where it received the message and with the Selected Network to the MME.


4.
If the UE provided a GUTI, the new MME sends a Context Request (old GUTI, MME Address, P-TMSI signature) message to the old MME to retrieve the user information. The MME derives the old MME from the old GUTI. If the new MME indicates that it has authenticated the UE or if the old MME authenticates the UE, the old MME starts a timer.

Editor's note:
It is FFS how the old MME validates the TAU Request.

5.
The old MME responds with a Context Response (Context) message. Bearer contexts, PDN GW Address, and Serving GW Address are part of the Context. The Bearer contexts shall be sent in a prioritized order, i.e. the most important Bearer context first. The prioritization method is implementation dependent, but should be based on the current activity.

NOTE 2:
This Context Response message will not provide bearer contexts in this network configuration scenario with a pre-Rel-8 SGSN. The old MME may provide only the security context. The complete step description is kept here for consistency with the inter MME Tracking Area Update procedure.


The MME shall ignore the UE Network Capability contained in the Context of Context Response only when it has previously received an UE Network Capability in the Tracking Area Update Request. If the UE is not known in the old MME, the old MME responds with an appropriate error cause.

6.
If the UE provided a P-TMSI and the Update Type is "ISR synch" or if the UE provided a P-TMSI and no GUTI the new MME sends SGSN Context Request (old RAI, TLLI, old P‑TMSI Signature, New SGSN Address) to the old SGSN to get the MM and PDP contexts for the UE.


The new MME shall support functionality for Intra Domain Connection of RAN Nodes to Multiple CN Nodes, i.e. the MME derives the old SGSN from the old RAI and the old P-TMSI (or TLLI).

7.
In case the old SGSN is a 2G-SGSN: The old 2G-SGSN validates the old P TMSI Signature and responds with an appropriate error cause if it does not match the value stored in the old 2G SGSN. This should initiate the security functions in the new SGSN. If the security functions authenticate the MS correctly, the new SGSN shall send an SGSN Context Request (old RAI, old PTMSI, MS Validated, New SGSN Address) message to the old SGSN. MS Validated indicates that the new SGSN has authenticated the MS. If the old P‑TMSI Signature was valid or if the new SGSN indicates that it has authenticated the MS, the old SGSN stops assigning SNDCP N‑PDU numbers to downlink N‑PDUs received, and responds with SGSN Context Response (MM Context, PDP Contexts). If the MS is not known in the old SGSN, the old SGSN responds with an appropriate error cause. The old SGSN stores New SGSN Address, to allow the old SGSN to forward data packets to the new SGSN. Each PDP Context includes the SNDCP Send N‑PDU Number for the next downlink N‑PDU to be sent in acknowledged mode to the MS, the SNDCP Receive N‑PDU Number for the next uplink N‑PDU to be received in acknowledged mode from the MS, the GTP sequence number for the next downlink N‑PDU to be sent to the MS and the GTP sequence number for the next uplink N‑PDU to be tunnelled to the GGSN. The old SGSN starts a timer and stops the transmission of N-PDUs to the MS. The new SGSN shall ignore the MS Network Capability contained in MM Context of SGSN Context Response only when it has previously received an MS Network Capability in the Routeing Area Request.

In case the old SGSN is a 3G-SGSN: The old 3G-SGSN validates the old P TMSI Signature and responds with an appropriate error cause if it does not match the value stored in the old SGSN. This should initiate the security functions in the new SGSN. If the security functions authenticate the MS correctly, the new SGSN shall send an SGSN Context Request (IMSI, old RAI, MS Validated) message to the old 3G-SGSN. MS Validated indicates that the new SGSN has authenticated the MS. If the old P TMSI Signature was valid or if the new SGSN indicates that it has authenticated the MS, the old SGSN starts a timer. If the MS is not known in the old SGSN, the old 3G-SGSN responds with an appropriate error cause.


The old 3G SGSN responds with an SGSN Context Response (MM Context, PDP Contexts) message. For each PDP context the old 3G SGSN shall include the GTP sequence number for the next uplink GTP PDU to be tunnelled to the GGSN and the next downlink GTP sequence number for the next PDU to be sent to the MS. Each PDP Context also includes the PDCP sequence numbers if PDCP sequence numbers are received from the old SRNS. The new 3G-SGSN shall ignore the MS Network Capability contained in MM Context of SGSN Context Response only when it has previously received an MS Network Capability in the Routeing Area Request. The GTP sequence numbers received from the old 3G-SGSN are only relevant if delivery order is required for the PDP context (QoS profile).
Editor note:
It is FFS whether the NRI is also duplicated by the UE to be put in a separate MME field, it is expected that the UE will send NRI in the appropriate field depending on current RAT.

NOTE 3:
In this step, the new "SGSN" shall be understood to be a new "MME" and the old SGSN stores new SGSN Address, to allow the old SGSN to forward data packets to the new "S-GW or eNodeB". This step describes both the 2G and 3G SGSN variants due to combining the 2G or 3G SGSN to MME TAU into a single procedure.

NOTE 4:
For the old SGSN, this step is unmodified compared to pre-Rel-8. The MME (called new SGSN in above description) must provide SGSN functionality which includes  mapping PDP contexts to EPS bearer information.
8.
Security functions may be executed. Procedures are defined in the clause 5.3.10 on "Security Function". If the SGSN Context Response message from the old SGSN did not include IMEISV, the MME shall retrieve the ME Identity (the IMEISV) from the UE.

9.
The new MME sends a Context Acknowledge (Serving GW change indication) message to the old MME. Serving GW change indication indicates that a new Serving GW has been selected. The old MME marks in its context that the information in the GWs and the HSS are invalid. This ensures that the MME updates the GWs and the HSS if the UE initiates a TAU procedure back to the MME before completing the ongoing TAU procedure.


If the security functions do not authenticate the UE correctly, then the TAU shall be rejected, and the MME shall send a reject indication to the old MME. The old MME shall continue as if the Identification and Context Request was never received.


The MME can check the ME Identity with the EIR. Dependent upon the Result received from the EIR, the MME decides whether to continue with this TAU procedure or to reject the UE.

10.
The new MME sends an SGSN Context Acknowledge message to the old SGSN. This informs the old SGSN that the new SGSN is ready to receive data packets belonging to the activated PDP contexts. The old SGSN marks in its context that the MSC/VLR association and the information in the GGSNs and the HLR are invalid. This triggers the MSC/VLR, the GGSNs, and the HLR to be updated if the MS initiates a routeing area update procedure back to the old SGSN before completing the ongoing routeing area update procedure.

If the security functions do not authenticate the UE correctly, then the Tracking area update shall be rejected, and the new MME shall send a reject indication to the old SGSN. The old SGSN shall continue as if the SGSN Context Request was never received.
NOTE 5:
in the italic text of this step, new "SGSN" shall be understood as to be a new "MME".
The MME needs to map PDP contexts received from pre-Rel‑8 SGSN into EPS bearer information. The GGSN address(es) and TEIDs map to the PDN GW address(es) and TEIDs respectively. Other aspects of this mapping is FFS.

NOTE 6:
The SGSN operation is unmodified compared to pre-Rel-8. The handling within the MME may need further alignment with the Rel-8 inter RAT RAU, e.g. FFS whether this informs the old SGSN that the new MME is ready to receive data packets belonging to the activated PDP contexts and how to perform any data forwarding from BSS or SGSN to the eNodeB.

Editor's note:
It is FFS when eNodeB resources are allocated and how transfer of data with the eNodeB will take place


If there is no PDP context suitable for default bearer or no PDP context at all, the MME rejects the TAU Request.

Editor's note:
It is FFS whether a TAU Accept can be done instead with an indication that default bearer is not established.

11.
The old SGSN or the old RNC forward data to the eNodeB (FFS).

12.
If the UE indicated update type "ISR synch", or if the UE indicated no GUTI but a P-TMSI, the new MME adopts the bearer contexts received from the SGSN as the UE's EPS bearer contexts to be maintained by the new MME. The new MME maps the PDP contexts to the EPS bearers 1-to-1 and maps the pre-Rel-8 QoS parameter values of a PDP context to the EPS QoS parameter values of an EPS bearer as defined in Annex E. The MME establishes the EPS bearer(s) in the indicated order. The MME deactivates the EPS bearers which cannot be established.


The MME verifies the EPS bearer status received from the UE with the bearer contexts received from the old SGSN and releases any network resources related to EPS bearers that are not active in the UE. If the UE has no PDP context, the MME rejects the TAU Request.


The new MME selects a Serving GW and sends an Create Bearer Request (IMSI, MME Context ID, PDN GW address and TEID, QoS Negotiated converted FFS, serving network identity, ME Identity, CGI/SAI, RAT type, ECGI/SAI/RAI change support indication, NRS (received from the SGSN), ISR) message to the Serving GW. The MME shall send the serving network identity to the Serving GW. The information element ISR indicates that ISR is not established.

13.
The Serving GW creates contexts and informs the PDN GW(s) about the change of the RAT type. The Serving GW sends an Update Bearer Request (Serving GW Address and TEID, RAT type, ME Identity) message to the PDN GW(s) concerned.

14.
If dynamic PCC is deployed, and RAT type information needs to be conveyed from the PDN GW to the PCRF, then the PDN GW shall send RAT type information to the PCRF.

NOTE 7:
The PDN GW does not need to wait for the PCRF response, but continues in the next step. If the PCRF response leads to an EPS bearer modification the PDN GW should initiate a bearer update procedure.

15.
The PDN GW updates its context field and returns an Update Bearer Response (PDN GW address and TEID, MSISDN) message to the Serving GW. The MSISDN is included if the PDN GW has it stored in its UE context.

16.
The Serving GW updates its context and returns an Create Bearer Response (MME Context ID, Serving GW address and TEID for user plane, PDN GW address and TEID, Serving GW Context ID) message to the new MME.

17.
The new MME informs the HSS of the change of serving core network node by sending an Update Location (MME Address, IMSI, ME Identity, Update Type) message to the HSS. The ME Identity is included if the SGSN Context Response did not contain the IMEISV. Because of interoperation with an pre-Rel-8 SGSN, which the new MME identifies from the Context Response signalling, the Update Type is set to "single registration".

18.
The HSS cancels any old core network node as the Update Type indicates "single registration". The HSS sends a Cancel Location (IMSI, Cancellation type) message to the old MME only, with a Cancellation Type set to Update Procedure.

19.
If the timer started in step 4 is not running, the old MME removes the MM context. Otherwise, the contexts are removed when the timer expires. It also ensures that the MM context is kept in the old MME for the case the UE initiates another TAU procedure before completing the ongoing TAU procedure to the new MME. The old MME acknowledges with a Cancel Location Ack (IMSI) message.

20.
The HSS cancels any old core network node as the Update Type indicates "single registration". The HSS sends a Cancel Location (IMSI, Cancellation Type) message to the old SGSN. The old SGSN removes the contexts.

If the timer started in step 6 is not running, the old SGSN removes the MM context. Otherwise, the contexts are removed when the timer expires. It also ensures that the MM context is kept in the old SGSN for the case the UE initiates another TAU procedure before completing the ongoing TAU procedure to the new MME.

21.
On receipt of Cancel Location, if the MS is PMM CONNECTED in the old SGSN, the old SGSN sends an Iu Release Command message to the old SRNC.
22.
When the data-forwarding timer has expired, the SRNS responds with an Iu Release Complete message.
23.
The old SGSN acknowledges with a Cancel Location Ack (IMSI) message.
24.
The HSS sends Insert Subscriber Data (IMSI, Subscription Data) to the new MME.

25.
The new MME validates the UE's presence in the (new) TA. If due to regional subscription restrictions or access restrictions the UE is not allowed to be attached in the TA, the MME rejects the Tracking Area Update Request with an appropriate cause, and may return an Insert Subscriber Data Ack (IMSI, MME Area Restricted) message to the HSS. If all checks are successful, the MME constructs an MM context for the UE and returns an Insert Subscriber Data Ack (IMSI) message to the HSS.

26.
The HLR acknowledges the Update Location by sending Update Location Ack (IMSI) to the new MME. If the Update Location is rejected by the HSS, the MME rejects the TAU Request from the UE with an appropriate cause sent in the TAU Reject message to the UE.

27.
The new MME responds to the UE with a Tracking Area Update Accept (GUTI, TAI-list, Type)) message. Type indicates "single registration" because of interoperation with a pre-Rel-8 SGSN. Restriction list shall be sent to eNodeB as eNodeB handles the roaming restrictions and access restrictions in the Intra E-UTRAN case.


If the "active flag" is set in the TAU Request message the user plane setup procedure can be activated in conjunction with the TAU Accept message. The procedure is described in detail in TS 36.300 [5]. The messages sequence should be the same as for the UE triggered Service Request procedure specified in clause 5.3.4.1 from the step when MME establishes the bearer(s). If the active flag is set the MME may provide the eNodeB with Handover Restriction List. Handover Restriction List is described in clause 4.3.5.7 "Mobility Restrictions".

28.
If the GUTI was included in the TAU Accept message, the UE acknowledges the message by returning a Tracking Area Update Complete message to the MME. The UE invalidates any stored P-TMSI as Type indicates "single registration".

NOTE 8:
Any stored P-TMSI is invalidated to ensure that the UE derives an old P-TMSI from the GUTI when it performs a Routing Area Update procedure and the pre-Rel-8 SGSN requests context data from the MME.

NOTE 9:
The new MME may initiate RAB establishment after execution of the security functions (step 5), or wait until completion of the TA update procedure. For the UE, RAB establishment may occur anytime after the TA update request is sent (step 2).

In the case of a rejected tracking area update operation, due to regional subscription, roaming restrictions, or access restrictions (see TS 23.221 [27] and TS 23.008 [28]) the new MME shall not construct a bearer context. A reject shall be returned to the UE with an appropriate cause. The UE shall not re-attempt a tracking area update to that TA. The TAI value shall be deleted when the UE is powered up. It is FFS whether the TAI value being deleted until power up as specified both here and in TS 23.060 [7] is correct.
If the new MME is unable to update the bearer context in one or more P-GWs, the new MME shall deactivate the corresponding bearer contexts as described in subclause "MME Initiated Dedicated Bearer Deactivation Procedure". This shall not cause the MME to reject the tracking area update.

The PDP Contexts shall be sent from old SGSN to new SGSN (MME) in a prioritized order, i.e. the most important PDP Context first in the SGSN Context Response message. (The prioritization method is implementation dependent, but should be based on the current activity).

The new MME shall determine the Maximum APN restriction based on the received APN Restriction of each bearer context from the P-GW and then store the new Maximum APN restriction value.

If the new MME is unable to support the same number of active bearer contexts as received from old SGSN, the new MME should use the prioritisation sent by old SGSN as input when deciding which bearer contexts to maintain active and which ones to delete. In any case, the new MME shall first update all contexts in one or more P-GWs and then deactivate the context(s) that it cannot maintain as described in subclause "MME Initiated Dedicated Bearer Deactivation Procedure". This shall not cause the MME to reject the tracking area update.

NOTE 10:
In case MS (UE) was in PMM-CONNECTED state the PDP Contexts are sent already in the Forward Relocation Request message as described in subclause "Serving RNS relocation procedures" of TS 23.060 [7].

If the tracking area update procedure fails a maximum allowable number of times, or if the MME returns a Tracking Area Update Reject (Cause) message, the UE shall enter EMM DEREGISTERED state.

If the Update Location Ack message indicates a reject, this should be indicated to the UE, and the UE shall not access non-PS services until a successful location update is performed.

The CAMEL procedure calls shall be performed, see referenced procedures in TS 23.078 [29]:

C1)
CAMEL_GPRS_PDP_Context_Disconnection, CAMEL_GPRS_Detach and CAMEL_PS_Notification.



They are called in the following order:

-
The CAMEL_GPRS_PDP_Context_Disconnection procedure is called several times: once per PDP context. The procedure returns as result "Continue".

-
Then the CAMEL_GPRS_Detach procedure is called once. The procedure returns as result "Continue".

-
Then the CAMEL_PS_Notification procedure is called once. The procedure returns as result "Continue".

NOTE 11:
This CAMEL handling is unmodified compared to pre-Rel-8.

NOTE 12:
CAMEL procedure calls C2 and C3 were omitted intentionally from this procedure since EPS does not support CAMEL procedure calls.

********** NEXT MODIFIED SECTION *********

Annex G: Void
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