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********************First Change ********************

4.3.7.4
MME control of overload

The MME shall contain mechanisms for handling overload situations. These can include the use of NAS signalling to reject NAS requests from UEs.

In addition, under unusual circumstances, the MME may need to restrict the load that its eNodeBs are generating on it. This can be achieved by the MME invoking the S1 interface overload procedure (see TS 36.300 [5] and TS 36.413 [36) to a proportion of the eNodeB's with which the MME has S1 interface connections. To reflect the amount of load that the MME wishes to reduce, the MME can adjust the proportion of eNodeBs which are sent S1 interface OVERLOAD START message, and the content of the OVERLOAD START message.

The MME should select the eNodeBs at random (so that if two MMEs within a pool area are overloaded, they do not both send OVERLOAD START messages to exactly the same set of eNodeBs).

Using the OVERLOAD START message, the MME can, for example, request the eNodeB to:
-
reject all non-emergency Service Request messages for "Service Type = Data" for that MME; and/or

-
reject all Service Request messages for "Service Type = response to paging" for that MME; and/or

-
Not route all new RRC connections for NAS signalling (e.g. for TA Updates) to that MME but to other MME which is not overload; and/or

-
only permit RRC connection establishments for emergency sessions for that MME.
Editor's Note:
The concept of emergency sessions should be extended to include Priority Sessions from Priority Services Subscribers (e.g. calls from emergency services personnel who are responding to emergencies).

When the MME has recovered and wishes to increase its load, the MME sends OVERLOAD STOP messages to the eNodeB(s).

Hardware and/or software failures within an MME may reduce the MME's load handling capability. Typically such failures should result in alarms which alert the operator/O+M system. Only if the operator/O+M system is sure that there is spare capacity in the rest of the pool, the operator/O+M system might use the load re-balancing procedure to move some load off this MME. However, extreme care is needed to ensure that this load re-balancing does not overload other MMEs within the pool area (or neighbouring SGSNs) as this might lead to a much wider system failure.

*******************End Change *******************




















































































































































































































































































































































































































































































































































































