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5.x
Recovery and Restoration Procedures

The recovery and restoration procedures are intended to maintain service if inconsistencies in databases occur and at lost or invalid database information. "Invalid" in this context means that the database entry cannot be regarded as reliable.

5.x.1
HSS Failure

When an HSS restarts, it sends to each MME where one or more of its UEs are registered a Reset message. This causes the MME to mark the relevant MM contexts as invalid. After receipt of uplink signalling message from a marked UE, the MME performs an update location to the HSS as in the attach or inter-MME TA update procedures.

5.x.2
MME Failure
When a MME fails, it deletes all MM and Bearer contexts affected by the failure. MME storage of subscriber data is volatile.
If signalling, except E-UTRAN attach and TA update, is received in a MME from an UE for which no MM context exists in the MME, the MME shall discard the signalling.

If an TA update request is received in a MME from an UE for which no MM context exists in the MME, or in the old MME for the inter-MME TA update case, the MME shall reject the TA update with an appropriate cause. In order to remain E-UTRAN attached, the UE shall then perform a new E-UTRAN attach.

If a service request is received in a MME from an UE for which no MM context exists in the MME, the MME shall reject the service request with an appropriate cause. In order to remain E-UTRAN attached, the UE shall then perform a new E-UTRAN attach.
When the MME receives a Downlink Data Notification Request message for which no MM context exists, the MME returns a Downlink Data Notification Response message to the Serving GW with an appropriate cause. The Serving GW shall delete the related Bearer context towards MME, and if there is no ISR associated SGSN recorded on the related Bearer context the Serving GW shall also notify the PDN GW to delete the Bearer context.
5.x.3
Serving GW Failure

When a Serving GW fails, all its Bearer contexts affected by the failure become invalid and may be deleted. Serving GW storage of subscriber data is volatile.
When the Serving GW receives a GTP‑U PDU from the PDN GW for which no Bearer context exists, it shall discard the GTP‑U PDU and return a GTP error indication to the PDN GW. The PDN GW shall delete the related Bearer context.

When the Serving GW receives a GTP‑U PDU from the eNodeB for which no Bearer context exists, it shall discard the GTP‑U PDU and return a GTP error indication to the eNodeB.
5.x.4
PDN GW Failure

When a PDN GW fails, all its Bearer contexts affected by the failure become invalid and may be deleted. PDN GW storage of subscriber data is volatile.

When the PDN GW receives a GTP‑U PDU from the Serving GW for which no Bearer context exists, it shall discard the GTP‑U PDU and return a a GTP error indication to the Serving GW. The Serving GW initiates Bearer deactivated procedure to delete Bearer context.
5.x.5
eNodeB Failure

When an eNodeB fails, all its eNodeB contexts affected by the failure become invalid and shall be deleted. eNodeB storage of data is volatile. An MME that recognises unavailability of an eNodeB or receives a Reset from an eNodeB, shall locally release the S1-U Bearers for all affected Bearer contexts.

When the eNodeB receives a GTP‑U PDU from the Serving GW for which no S1-U Bearer context exists, the eNodeB shall discard the GTP‑U PDU and return a GTP error indication to the Serving GW.

If the Serving GW receives a GTP error indication for a Bearer context, the Serving GW should not delete the associated Bearer context but mark it as invalid. Any subsequent packets arriving for an invalid Bearer context should be discarded. The Serving GW shall inform the MME that the Serving GW received a GTP error indication from eNodeB. The MME shall re-establish the tunnel between the eNodeB and Serving GW.

