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Abstract of the contribution:

DNS is used for server selection in the 3GPP architecture. Up to the present release, server selection equated to ‘finding the appropriate gateway for the named access point required by a subscriber.’  In release 8, selection becomes more complex; the choice involves more criteria – matching gateway capabilities to the requirements of the entity performing the selection. This paper suggests that additional capabilities of DNS may be leveraged to simplify both the selection algorithm and the operational complexity of the system.
Introduction

This paper suggests that there are two aspects to the use of DNS that can be considered separately. First, a FQDN is generated to identify the access point required by a subscriber. Second, the entity performing the selection employs the DNS function to obtain an address using the FQDN. While there is broad support and understanding of the first process, the second becomes more complex in release 8.

It is agreed that Gateway Section functions in release 8 make use of the DNS in [TS 23.327], [TS 23.401] and [TS 23.402]. A broad assumption has been made that the same approach should be used in release 8 as appeared in pre-release 8 selection functions. To perform selection, the discovering entity first concatenates information to form a host name and then performs a name to address look up by means of the DNS to obtain the address of the server. Performing a name to address look up on the basis of a FQDN is the most common, but not the only possible interaction with the DNS. Use of name to address look up to support service look up has several undesirable characteristics, as will be shown below.
In SA2’s stage 2 specs [TS 23.401] and [TS 23.402] there has been an assumption that this mechanism will be used. This presupposes that at stage 3, the same algorithm will be employed for release 8 as in the past. As this is a matter for decision in stage 3, we have proposed elsewhere that these specific assumptions are removed. [S2-082136] [S2-082137]

The goal of this discussion is to motivate a rethinking of the usage of DNS for the purpose of server selection.

Discussion
Assertion: The current approach will not scale well to selection of differentiated services

Previous server selection algorithms were able to look up an APN + PLMN ID.  In the future, due to the diversity of gateways, other factors must be considered in the selection:

· Does the PDN GW support PMIP-based, GTP-based or both variants of S5/S8?

This information is required so that the entity performing selection can find a gateway capable of sustaining roaming in the plausible scenarios. A HPLMN may use GTP-based S5/S8. But upon a roaming transition to a PMIP-based VPLMN, it would be desirable to have selected a PDN GW that supports both variants.
To the extent that this seems like only one ‘characteristic’ is needed in addition to the APN, the ‘most straightforward’ way to extend the existing algorithm would be to define the FQDN to include this GW capability support in the name: S5/S8-support + APN + PLMN ID

If the entity performing the selection required, for example, a PDN GW requiring GTP-based S5/S8, but preferring both variants of support, it could:

1. Issue a request for “BOTH” + APN + PLMN ID

If this name were not available, the following selection could be performed:

2. Issue a request for “GTP” + APN + PLMN ID

The problem is that there may be more characteristics that are relevant to the selection of the PDN GW than only the access protocol that it supports. For example, depending on decisions in SA2 #64, it may be advantageous to select a PDN GW that supports rel-8 GGSN interfaces.

· Does the PDN GW also provide Rel-8 GGSN interfaces?

Additional gateway characteristics are also possible.

If we follow the same algorithm as suggested above, adding components to names every time that an attribute is needed for selection, this will have negative consequences:

First, the new names will not be compatible with the old names – ever more conventions will need to be supported.

Second, more queries are required to search the combinations of support. Consider that the selection is not based on ‘which gateway satisfies the requirements?’ but rather ‘which gateway is best, which supports the most capabilities so that there cannot be a problem in the case of roaming. In the case of one attribute, two queries were required. In the case of two attributes, three or four could be necessary. Once there are three attributes, many more queries would be required.

There are other disadvantages to using FQDNs representing services and address resolution for service selection. Here, the entity performing the selection acquires the addresses of a well known server by name using an address record (A RR). Often, the name resolves to addresses in a server pool. 
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Figure 1: Server Look up by Well Known Name

This simple approach assumes that 

1. all servers with this name are functionally the same (the client may pick any one of the server's addresses returned in the reply to the type A query.)

2. the domain in which the query is performed has authority to provide the address of the server.

3. the client knows a priori which port number to use to contact the service - all that the client requires is the IP address of the server.

4. the client knows a priori which protocol to use to contact the service - all that the client requires is the IP address of the server.

This type of configuration is inflexible in that it is difficult to designate primary and back up systems or to add or remove hosts from the pool, especially if the host is actually supported in a different domain (see assumption 2 above).

It is also possible to select a server by means of an alias (using a PTR RR), but this doesn’t help much.
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Figure 2: Server Look up by Alias
Normally, the PTR RR is used to return a host name when given an IP address formulated as a domain name.  Other uses are possible. For example, the name of a specific server may be encoded in a unique name, as described in [DNS-SD].  This name can be associated with another host name, an alias in effect. This decouples a persistent name from one that may be ephemeral, such as one that is dynamically reassigned. Assumption 1 (to some extent, as the alias may refer to a subset of the 'servers by name') and 2 may be circumvented through the use of aliases, but not assumptions 3 and 4.

A more sophisticated mechanism exists for determining the location of services by name: the service record (SRV RR) [RFC 2782]. Here a well known service name is looked up to obtain a 'target' name and additional information: the priority/weight and the port number. 
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Figure 3: Server Look up by Service Name
Normally the target portion of the DNS reply is a host name that allows a subsequent A RR look up, as described above.  There are two differences compared to the use of aliases, however.  

First, all servers supporting the service are not the same - there is an explicit preference ordering (rendering unnecessary assumption 1 above). 

Second, the service port may be assigned to allow more than one logical service to share the same address.  The client may obtain this port information from the result of the SRV RR look up and contact this specific service instance (removing the need for assumption 3 above).

The SRV RR target may also be a service name, used for recursive look up.  This has the advantage:

· to support delegated authority for the maintenance of the service (obviating assumption 2 above)

This use of recursive SRV RR look ups is however not explicit in the standard. Standard DNS resolvers may not properly handle recursive SRV RR look up.

Finally, there is an approach possible that uses the NAPTR RR [RFC 2915] for the purposes of service discovery. [RFC 3958[ The naming authority pointer record (NAPTR RR) is used to encode information that the entity performing the selection may use to properly select the desired server. 
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Figure 4: Server Look up by DDDS
Unlike the general use of NAPTR, DDDS offers a simplified interpretation very well suited to centralized administration of multiprotocol services. They term this the straightforward NAPTR (or S-NAPTR) RR.

This approach [RFC 3958] to service discovery allows hierarchical look up of multiprotocol service definitions without rigid domain name usage conventions (so-called 'name hacks'). Hierarchical look ups are explicitly supported as are assignment of a general service that supports multiple access protocols.  Thus, 

· this approach eliminates assumption 2, above.

· this simple use of NAPTR eliminates assumption 4, above.

Since the result relies on SRV RRs, assumptions 1 and 3 are also not applicable to DDDS.

The usage pattern requires downloading all NAPTR RRs and performing off-line processing. DNS may obtain this data (along with additional SRV RRs and A RRs) all at once using DNS over TCP - so the delay incurred by this use of NAPTR RRs when compared to A RRs need not be significant. Further, most of the required information is returned at once and will be cached - it need not be retrieved subsequently.

Although it will require further study and specification work, it should be possible to include only the APN + PLMN ID names (the existing FQDN naming conventions for server selection) and encode further information required for server selection in the NAPTR RR. In this case, the existing agreements regarding naming conventions for gateway selection could remain in place. What the proposal would change is what RRs would have to be included in the DNS configuration corresponding to those names.
Together with the use of SRV RRs, there is the potential to support a more robust, flexible and future-proof solution, even in the case that server selection entails considering additional characteristics in future.

Conclusion: 
It is suggested that the EPC could benefit from refining the use of DNS for server selection for release 8.
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