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Abstract of the contribution:Discussion about and proposal for how to enable use of a UE as an access point from one or more external devices. 
1. Introduction

In 3GPP TS 23.401 (V8.0.0) and 23.402 (V8.0.0) there are concepts and procedures to support UE connectivity to a default PDN (meaning that the APN is provided by the HSS at initial attach), and to allow the UE to establish additional PDN connections towards APNs provided by the UE.
The types of terminals that this applies to are:

· An “integrated” UE, i.e. the cellular radio and the application processor hosting the IP stack and applications are tightly integrated in one device, e.g. a mobile phone.

· A “split” UE, i.e. cellular radio is not tightly integrated with the device hosting the IP stack and applications, e.g. a laptop with a plug-in card.
One scenario that has not been discussed and for which there are no explicit provisions is this case:
· Using an “integrated” UE as an access point from another device, or “terminal equipement” (TE) (e.g. PDA or laptop) that does not contain the desired access technology itself.

It is understood that the last scenario can be solved for IPv4 by implementing NAT router functionality in the UE, but for several reasons, this is not a preferred solution. For IPv6, there should not be a big problem - however, it can be discussed whether the scenario is sufficiently addressed in the specifications; there may be a possibility that different implementers make different assumptions, leading to interoperability problems.
2. Discussion

2.1. Background
Using a mobile phone as an access point from an external TE (Terminal Equipment), over e.g. IrDA, Bluetooth, USB, or similar local connectivity technologies, might at first glance be seen as a special case of a “split UE”, i.e. same as the second bullet point in section 1 above.
The TE uses standard IP parameter assignment methods towards the UE, depending on the type of the local connection. (For example, DHCP over links emulating Ethernet, or IPCP when using PPP.)

However, this is not trivial if the end user wants to use an application in the mobile phone that requires IP connectivity at the same time as IP connectivity is provided for a TE. This should not be an uncommon scenario, particularly not for UE:s supporting PS-only technologies like E-UTRAN.

When using a UE from a TE, what APN might be used? In current 3GPP network/service deployments, operators sometime require certain services to use special APNs. But except for special cases where the TE user wishes to gain access to some very special APN, e.g. representing a corporate network, it can be expected that the TE user is happy as long as the APN provides Internet connectivity. In EPS terms, giving the TE access to the default PDN should be the normal case.
To summarize the APN discussion, in the normal case, it can be expected that PDN connectivity for TE(s) is made using the same APN as the default one being used in the UE itself. 
2.2. Problem statement

The PDP context concept and procedures as defined before Release 8 allows multiple “primary” contexts with no restriction regarding which APN is used. (That is, the same APN can be used for multiple contexts, since GTP uses TEIDs to uniquely identify context instances)

The PDN connectivity service as defined for the EPS does not currently allow the same flexibility, i.e. multiple PDN connections can only be established towards different APNs. 

If this is not remedied, it will mean that UE:s that wish to support external TE access must implement NAT routing functionality (for IPv4), and that similar IPv6 usage becomes dependent on stateful DHCPv6 support.
Why is NAT routing in the UE undesirable? 

· UE complexity – NAT in itself is not trivial, and comes with list of Application Layer Gateways (ALGs) to handle NAT traversal for a set of IP applications that otherwise break.

· IP transmission throughput is likely to be degraded, and UE battery consumption will be negatively affected by increased processing load.

· End user impact – whereever there is a NAT, there is usually a management interface to configure NAT options (e.g. mapping external ports to ports on internal IP-address/port pairs). 
As a complement the UE may need to support the UPnP profile for IP Gateways (to allow PC applications to configure the NAT automatically) – with additional complexity impact.

3. Proposal
It is proposed to change the EPS specifications to include backwards compatibility to pre-Rel-8 GPRS with respect to multiple PDN connections towards one APN.
This has the following implications:
· In TS 23.401, requirements and procedures relating to multi-PDN connectivity should be amended to mention that different PDN connections do not have relate to different APNs. (See particularly section 5.10) This should not have any stage-3 impact on GTP.
· In TS 23.402, updates are needed for PMIP-based S5/S8 for 3GPP accesses. There is impact on how PMIP is used to support multi-PDN connectivity towards the same APN.

· In TS 23.402, section 4.12 (Multiple PDN support for non-3GPP access) should be updated. There is impact for S2a and S2b to support multi-PDN connectivity towards one APN with PMIP. For S2b, the UE ( ePDG tunnel management should not need to be impacted. S2c may need to be impacted with regard to the use of IKEv2.
In conclusion, the net effect on GTP-based S5/S8 for 3GPP accesses is only to clarify the requirement to maintain pre-Rel-8 functionality. For PMIP-based S5/S8 for 3GPP accesses, and non-3GPP accesses, the above could be solved by for example introducing a separate Session Id parameter, or by decorating the APN string when communicated over relevant interfaces. It is envisioned that the direction be discussed and agreed in SA2, whereafter concrete technical CR:s can be worked out 
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