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Begin 1st change to 23.401
 4.3.7
Network management functions

4.3.7.1
General

Network management functions provide mechanisms to support O&M functions related to the Evolved System.

The Network management architecture and functions for the evolved packet core system are described in TS ss.xyz [qq]
4.3.7.2
Load balancing and re-balancing between MMEs

The MME Load Balancing functionality permits UEs that are entering into an MME Pool Area to be directed to an appropriate MME in a manner that achieves load balancing between MMEs. The MME Load Re-Balancing functionality permits UEs that are registered on an MME (within an MME Pool Area) to be moved to another MME. This is achieved by setting a Weight Factor for each MME, such that the probability of the eNodeB selecting an MME is proportional to its Weight Factor. The Weight Factor is set according to the capacity of an MME node relative to other MME nodes as indicated by the following two MME capacity parameters provided by the MME to the eNodeB:



1.  
Total MME Capacity - This is a measure of the maximum rated capacity of the MME.  Although rated capacity can be measured in many ways, the requirement is to provide an objective metric to make a direct comparison between MMEs and thereby enable a weighted selection (e.g., number of attached UEs). This parameter is expected to change infrequently (e.g., MME hardware upgrade).

2.  
Relative MME Capacity - This is a measure of the currently available capacity (including the current storage usage ratio and CPU ratio, etc.) expressed as a percentage. This parameter is changing almost constantly but in relatively small increments. 
These two parameters can be provided by the MME to the eNodeB as follows:

1. 
Initial value provided with the S1 Setup response (see TS 36.413 [36])
2. 
Updated value provided with the S1 Setup Update message
a. 
Periodic S1 Setup Update message (e.g., every 10 minutes) - Under steady-state conditions, MME Pool load balance should follow a statistical distribution.  The “drift” from ideal balance is expected to be a slow process; therefore, infrequent update messages can address the minor imbalance.
b. 
Asynchronous S1 Setup Update message - The parameter exchange can be triggered when the magnitude of a parameter value changes by more than a predefined threshold (e.g., 10%).
The basic principles of operation for the MME load balancing and re-balancing functionality are:

1. 
MME selection probability is a function of the Total MME Capacity - When MME utilization is evenly distributed across the MME Pool, balance can be maintained by an MME selection probability that is proportional to the total available capacity of each MME (i.e., selection probability converges to weighted round robin).
2. 
MME selection probability is a function of the Relative MME Capacity - When the MME utilization is not evenly balanced across the pool, the MME selection probability of under-utilized MMEs should be increased to improve the pool balance.
Three use cases for load balancing and re-balancing between MMEs are:

1.
Adding an MME to the MME Pool Area - Initially the newly added MME is under-utilized as compared to other MMEs in the pool; therefore, the MME should be selected more often in order to improve the load balance within the pool, e.g., for new UEs entering the MME Pool Area, the eNodeB will favour the newly added MME.
2.
Removing an MME from the MME Pool - The MME should inform eNodeBs to passively redirect traffic toward other MMEs, which enables the MME to gracefully shed load prior to maintenance activity.  In this case the MME sends an S1 Setup Update message to the eNodeB with the Relative MME Capacity parameter set to zero indicating there is no available capacity on the MME.  Subsequently, to off-load ECM-CONNECTED mode UEs, the MME can initiate a GUTI reallocation procedure to cause the UE to execute a TA Update procedure.  During this procedure the eNodeB will select a new MME according to clause 4.3.8.3 on "MME selection function" since it knows the old MME can no longer service the UE.   
To off-load UEs in ECM-IDLE state, the MME first pages UE to bring it to ECM-CONNECTED state.
Note: The MME should off-load a cross section of its subscribers with minimal impacts on the network and users (e.g. the MME should avoid offloading only the low activity users while retaining the high activity subscribers). Gradual rather than sudden off-loading should be performed as a sudden re-balance of large number of subscribers could overload other MMEs in the pool. With minimal impact on network and the user's experience, the subscribers should be off-loaded as soon as possible. The load re-balancing can off-load part of or all the subscribers.

3.
Pseudo-Random UE Mobility - Under-utilized MMEs should be selected more often than over-utilized MMEs.

Note:  UE mobility events (i.e., attach, relocation, handover) cause imbalance within the MME Pool Area.  Random events are modelled by a statistical distribution, which results in a reasonable balance most of the time; however, UE mobility is not random (e.g., commuting to/from work, concerts, football games) and even a random distribution includes a finite probability that a significant imbalance will occur; proactive load balancing will address all of these scenarios.











4.3.7.3
MME control of overload

The MME shall contain mechanisms for handling overload situations. These can include the use of NAS signalling to reject NAS requests from UEs.
After the MME load reaches a pre-configured threshold, the MME should alert the operator/O+M system. The threshold should be carefully pre-configured to ensure that the MME still has enough remaining capacity to support additional UEs while alerting to the operator/O+M system.
In addition, under unusual circumstances, the MME may need to restrict the load that its eNodeBs are generating on it. This can be achieved by an overloaded MME advertising a very low Relative MME Capacity parameter value to a proportion of the eNodeBs the MME has S1 interface connections.  For that MME the eNodeB may



-
reject all non-emergency Service Request messages for "Service Type = Data" for that MME; and/or

-
reject all Service Request messages for "Service Type = response to paging" for that MME; and/or

-
reject all new RRC connections for NAS signalling (e.g. for TA Updates) for that MME; and/or

-
only permit RRC connection establishments for emergency sessions for that MME.

Editor's Note:
The concept of emergency sessions should be extended to include Priority Sessions from Priority Services Subscribers (e.g. calls from emergency services personnel who are responding to emergencies).

When an MME is no longer overloaded, it reverts to its actual Relative MME Capacity, which will result in steady state load balancing operation as described in clause 4.3.7.2.  To reflect the amount of load that the MME wishes to reduce, the MME can adjust the proportion of the eNodeBs. The MME should select the eNodeBs at random to avoid other overloaded MMEs in the same pool area selecting the same eNodeBs.


End 1st change to 23.401
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