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1.
Introduction

Several contributions were presented during 3GPP TSG SA WG2 Meeting #63 in Athens, Greece on the subjects of load balancing / re-balancing between MMEs and MME overload control.  These contributions resulted in the addition of three new sections (4.3.7.2, 4.3.7.3, 4.3.7.4) in 3GPP TS 23.401, v8.1.0. 
This contribution proposes a simplified solution for MME load balancing / re-balancing that can also be used and/or extended to provide a solution for MME overload control.  
It is explained that MME Pool load balancing and MME overload control are closely related issues, which can be addressed using the same mechanism.
2.  Discussion

An MME Load Balancing and Overload Control solution should possess the following characteristics:

· The design and implementation should be as simple as possible

· Under normal conditions, the MMEs within a pool are “reasonably balanced”

· Under conditions of imbalance, MME selection probability improves the pool balance

· Under overload conditions, MME selection probability is reduced (potentially to zero)

2.1  MME Load Balancing
The goal of MME load balancing is to evenly distribute the load offered to the MME Pool.  An even distribution should result in an approximately equal percentage utilization of each MME in the pool.  Three Use Cases for load balancing are discussed.
1. Adding an MME to the MME Pool
The newly added MME is under-utilized as compared to other MMEs in the pool; therefore, the MME should be selected more often in order to improve the load balance within the pool.
2. Removing an MME from the MME Pool

The MME should inform eNBs to passively redirect traffic toward other MMEs, which enables the MME to gracefully shed load prior to maintenance activity.  Various methods to accelerate the shutdown process have been discussed; that topic is outside the scope of this contribution.
3. Pseudo-Random UE Mobility
Under-utilized MMEs should be selected more often than over-utilized MMEs.
Note:  UE mobility events (i.e., attach, relocation, handover) cause imbalance within the MME Pool.  Random events are modelled by a statistical distribution, which results in a reasonable balance most of the time; however, UE mobility is not random (e.g., commuting to/from work, concerts, football games) and even a random distribution includes a finite probability that a significant imbalance will occur; proactive load balancing will address both of these scenarios.

2.2  MME Overload Control
There are two primary goals of MME Overload Control.  First, the system must strive to avoid overload conditions whenever possible; this is accomplished by provisioning enough MME capacity and by maintaining a reasonably balanced load distribution within each MME Pool.  Second, when an overload condition occurs, the system should minimize the impact and provide relief for the affected network element(s).  Two Use Cases for overload control are discussed.
1. Only a subset of MMEs in the pool are overloaded
MME Pool load balancing was unsuccessful; therefore the system merely needs to passively redirect traffic from the overloaded MME(s) onto other, less loaded, members of the pool.
2. All MMEs in the pool are overloaded
MME Pool load balancing was successful; however the MME Pool does not have enough capacity to handle the offered load.  Redirecting traffic would only introduce churn; therefore, MMEs should support as much load as possible and intelligently shed any additional load.
Note:  An additional parameter could be defined to specify the types of traffic that an overloaded MME is willing to accept (e.g., emergency calls only).
2.3  Common Strategy
The best defense against MME overload conditions is to maintain a balanced load across the MME Pool.  This common goal (i.e., an even distribution of MME load) suggests that load balancing and overload control are closely related.  Indeed, both issues require the MME to provide loading information to the eNB, and the same mechanism can be used to address both of these issues.
2.4  Proposal Overview

Load Balancing and Overload Control can be managed using two parameters:

 

1.  Total MME Capacity

This is a measure of the maximum rated capacity of the MME.  Although rated capacity can be measured in many ways, the requirement is merely to provide an objective metric to make a direct comparison between MMEs and thereby enable a weighted selection (e.g., number of attached UEs).
This parameter is not expected to change often (e.g., MME hardware upgrade).

 

2.  Relative MME Capacity

This is a measure of the currently available capacity expressed as a percentage.
This parameter is changing almost constantly but in relatively small increments.
These two parameters can be provided by the MME to the eNB as follows:

1. Initial value provided with the S1 Setup response

2. Updated value provided with the S1 Setup Update message

a. Periodic S1 Setup Update message (e.g., every 10 minutes)
Under steady-state conditions, MME Pool load balance should follow a statistical distribution.  The “drift” from ideal balance is expected to be a slow process; therefore, infrequent update messages can address the minor imbalance.
b. Asynchronous S1 Setup Update message

The parameter exchange can be triggered when the magnitude of a parameter value changes by more than a predefined threshold (e.g., 10%).

Principles of Operation:

1. MME selection probability is a function of the Total MME Capacity

When MME utilization is evenly distributed across the MME Pool, balance can be maintained by an MME selection probability that is proportional to the total available capacity of each MME (i.e., selection probability converges to weighted round robin).

2. MME selection probability is a function of the Relative MME Capacity

When the MME utilization is not evenly balanced across the pool, the MME selection probability of under-utilized MMEs should be increased to improve the pool balance.
3. MME overload is managed with Relative MME Capacity
An overloaded MME simply advertises a Relative MME Capacity of zero, which will cause the eNBs to passively redirect traffic to other less-loaded MMEs in the pool.
4. MME overload recovery is managed with Relative MME Capacity
When an MME is no longer overloaded, it simply advertises its non-zero Relative MME Capacity, which will result in steady state load balancing operation (described above).

2.5  Design Example
When an MME advertises utilization data, all eNBs will have access to the same information.  Forcing all eNBs to choose the least loaded MME will result in an oscillation of the load among the MME Pool members, and it may also cause an overload condition.  Instead, MME selection should be a weighted (probabilistic) selection, and the algorithm should be adaptive such that MME selection probability is consistently driving the MME load distribution toward equal percentage utilization.
The “lottery selection” algorithm involves assigning a number of “lottery tickets” to each entity to be selected, and a random number is used to make each selection.  The probability of selecting a specific MME is equal to its number of lottery tickets divided by the total number of lottery tickets allocated to the pool.
The probability of selection is a function of MME Total Capacity and MME Relative Capacity:
MME Lottery Tickets = function (MME Total Capacity, Relative MME Capacity)

When MME utilization is evenly distributed, balance is maintained by an MME selection probability that is proportional to the Total MME Capacity (i.e., selection probability converges to weighted round robin); this suggests that the Total MME Capacity should be a linear component of the selection function.
When members of the MME Pool have equivalent Total MME Capacities, then the probability of selection should be proportional to the currently available capacity (i.e., Relative MME Capacity).  However, when members of the MME Pool have different total capacities, a linear component of Relative MME Capacity will not provide an adequate balancing effect.

For example, MME #1 has a total of 200 units of capacity and is 50% utilized while MME #2 has a total of 100 units of capacity and is 0% utilized (e.g., MME #2 was just added to the pool).  If the probability of selection is based upon the product of total capacity and percentage available, then MME #1 and MME #2 will be selected with equal probability because both have exactly 100 units of capacity available.  Additional load offered to the system will be equally divided between the two MMEs, and therefore MME #2 will be unable to “catch up” to MME #1’s higher percentage utilization.

This scenario can be resolved by adding another factor of Relative MME Capacity to the equation, which increases the selection probability for MME #2 and drives the pool toward equal percentage utilization.  Therefore, selection probability should be based upon total capacity and the square of the percent available.
MME Lottery Tickets = MME Total Capacity * (Relative MME Capacity ^ 2)

Using this function to assign the MME Lottery Tickets will result in a strong bias toward equal percentage utilization of all MMEs in the pool.  This algorithm will maintain an even load distribution across the MME Pool, which will also mitigate the risk of MME overload conditions.  This specific algorithm is presented to illustrate the principle; however, other implementations using the same two parameters can certainly be devised.
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3.  Conclusions
MME Pool load balancing and MME overload control are closely related issues, which can be addressed using the same mechanism.  This proposal suggests sharing two parameters, Total MME Capacity and Relative MME Capacity, on a periodic basis and/or asynchronous basis.  A probabilistic selection algorithm (e.g., lottery selection), which uses these two parameters, is suggested in order to drive toward an equal percentage utilization of all MMEs in the pool.  Overload control is essentially a special case of load balancing and which is handled by having the overloaded MME advertise zero available capacity.
It is proposed that 3GPP SA2 adopt the above mechanisms and associated changes to TS 23.401 proposed in the associated CR of S2-082111.
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