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Abstract of the contribution:

This contribution discusses the multiple registration area solutions and analyses their issues.
Introduction
The work item Registration in Densely Populated Area (RED) is intended to solve the problem of excessive LA/RA Update signalling in densely populated areas, especially in the registration areas border e.g. many UEs on a subway or train are almost simultaneously moving between registration areas, which may cause signalling overload and congestion of access traffic. 
It was also proposed that the following points should be considered when selecting the solution.

· The solution shall not incur the lack of service.

· The solution should not only rely on network configuration (not consensus agreed).
Some solutions have been discussed and multiple registration area is one of the alternatives. Alt.1 (Multiple registration area with new registration area) and alt.2 (Multiple registration area with current registration area) solutions for RED are to introduce the multiple registration area concepts (XA list and LA/RA list) into 2G and 3G just similar with SAE TA concept. The comparison of the solutions is listed in [1]. 
While there is a problem with all those multiple registration area solutions (XA list, RA/LA list, TA list for SAE as well). This contribution is to analyze this problem and propose potential solution.
Discussion
Those multiple registration area solutions, e.g. XA list or TA list or LA/RA list, help to solve the RED problem. Take XA list as an example (RA/LA list and TA list are similar), in the Figure 1, a train containing many UEs moves within SGSN/MSC Pool 1, some UEs are allocated XA list {XA1, XA2}; some UEs are allocated XA list {XA1, XA2, XA3}; and some UEs are allocated XA list {XA1, XA2, XA3, XA4}; so that the UEs are distributed and not all the UEs initiate location update when crossing the XA border. 
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Figure1. XA List (unavoidable update on the Pool boundary)

While there is a hard border between XA4 and XA5, all the UEs will initiate location update simultaneously when crossing from XA4 to XA5 and ping-pong location update back from XA5 to XA4. 
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Figure2. Overlapping Pool (unavoidable Update when entering a new pool)
Even in case of overlapping Pool, in the Figure 2, XA4 is an overlapping part of Pool1 and Pool2, while all the UEs still initiate location update simultaneously and change NAS node when crossing from XA4 to XA5 but there no ping-pong effect. But when the train comes back from XA5, XA4 to XA3, all the UEs also will initiate location update and change NAS node. This is mainly because the UE won't change NAS node as long as it is staying in the original pool. So overlapping Pool either cannot eliminate the peak overload caused by location update by all the UEs without any optimization. 
Potential solution
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Figure3. Overlapping Pool (avoidable Update when entering a new pool)
Since the problem is mainly caused by the limitation of multiple registration area, especially the principle that the UE cannot change its serving CN nodes (i.e. SGSN/MSC/MME) as long as the RAN node can access the original CN node until it enters into a complete new cell belonging to another pool. A possible approach is to permit the UE relocate its serving CN node in the overlapping area. For example, some UEs performing LAU/RAU/TAU procedure in the overlapping area can change to a new CN node of another pool. As a result, when the train moves from Pool1 to Pool2, not all the UEs initiate location update when crossing the XA border within the pool, and when the train moves to XA4 from XA3, some of UEs initiate location update and change NAS node to Pool2. And if some UE can be aware of camping in an overlapping area, they can also initiate location update at any time to change NAS node to Pool2, so that when the train moves from XA4 to XA5, not all the UE initiate update location, the traffic load is reduced. To make the UE aware of camping in an overlapping pool, the cell can broadcast an indication or its belonged Pool IDs (e.g. MCC+MNC+MMEGI in SAE).
Proposal
It is proposed that:
-  Multiple registration area solutions should be further studied, especially for crossing the borders between pools.
-  Broadcasting indication or Pool ID can be regards as a potential solution to resolve the issue caused by multiple registration area.
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