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Abstract of the contribution:

Discusses mechanisms to balance the load between MME nodes in an S1-flex configuration.

Introduction

At SA2 meeting #60b and #61 it was by the contribution S2-075425 agreed to include a function that addresses load balancing between MME nodes in S1-flex configurations. The Load Balancing function, section 4.3.6.2 of 3GPP TS 23.401, specifies an interaction when a UE becomes registered in an MME Pool and an interaction for UEs already registered in the MME Pool.
This contribution addresses the Load Balancing function when a UE becomes registered.
Suggested proposals

There have been two proposals for load balancing of S1, one based on relative capacity factors (or weight factors) and one based on load signalling feedback.

Proposal 1:

The first proposal is to signal a relative MME capacity factor at establishment of the S1 association between an eNodeB and an MME. The eNodeBs use relative capacity as weight factors when selecting NAS node for newly entered subscribers into the MME pool. Controlling the incoming subscribers based on weights is a simple way to achieve approximately the same relative registered subscribers in the different MMEs in the pool. The departures are not controlled, but since each MME will be able to have a large number of subscribers registered the law of big numbers gives that the departure intensity will be approximately the same in the different MMEs. Hence, the load will be approximately balanced. 

Proposal 2:

The second proposal is to signal load feedback from MME to eNodeBs. The idea is to direct each newly entered subscriber to the MME which at the time is least loaded. For this the eNodeB need to have access to some kind of metric of MME load information to determine the least loaded MME.

Discussion

In a mechanism like proposal 2 one must take into account that 

(i) the validity of the information expires rapidly with time and 

(ii) all eNodeBs in a pool have the same information and thus make the same decisions


The first point refers to the fact that “current” load really is nothing more than the number of currently queued jobs and their coming execution times. Under normal circumstances will the job buffer be empty at the end of most primary intervals. This means that this type of load information will become obsolete in less than a primary interval, i.e. faster than it can be communicated. It is thus concluded that sensible load information to eNodeBs must be based on averages over several primary intervals. This, however, makes information less short term but more long term and this is contrary to the idea of “current” load. The result of such an approach would be more or less stationary distribution factors for which immediate feedback no longer is necessary. The result is thus a more complex implementation of the weight factor based approach.

The second point refers to stability. If all eNodeBs were to direct transactions according to load would the least loaded MME, in each information round, be flooded with jobs until the next round. This means that MMEs would experience sudden bursts of incoming jobs followed by long periods during which no jobs arrive. From queuing theory it is well known that such variable traffic patterns lead to prolonged response times, i.e. counter to the idea behind choosing the least loaded MME, and they may even activate the load control and overload protection, i.e. lead to poorer quality of service. To prevent such oscillations must again long term perspectives be applied and again we would be back at something which is quite similar to the weight factor approach.

No method or results has been presented that demonstrate any benefits of short term dynamics. It might work well for long term dynamics, but so does the simpler, weight factor approach. An attempt to exploit short term dynamics is made in the thesis of Osland [1]. In short, the conclusion is that no significant gain can be made from transaction based distribution.

Peak loads are not suitable measures to balance load on, since peaks occurs as rare events and does not represent a good measure of the load. In proposal 2 a peak may for example occur due to controlling on current load. Directing most subscribers to the MME with the lowest reported peak load will, in general, lead to an unbalanced load in average. Assume that the peak load occurs at different times of the day or week, e.g. if the MMEs have different busy hours. Then directing subscribers to MMEs based on peak load will not balance the load over time, but at the best balance the busy hour load. It would then be much more efficient to make the load approximately equally high in all MMEs in the pool at any busy hour, compare figure 1 and 2 below.

Note that different busy hours may very well occur in the MMEs when new subscribers into a pool area is directed based on feedback load information active control as described below.
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Figure 1. MME loads over time for MMEs with different busy hour and with balanced peak loads.
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Figure 2. MME loads over time for MMEs with exactly balanced load all the time and there by lower peak loads.
Measures of attached subscribers and active subscribers are only useful measures assuming that the attached subscribers and active subscribers behavior is statistically equally distributed in the different MMEs. On the other hand, the active control directs new subscribes entering the pool service area to MMEs differently during time periods.  If the new subscribers in different time periods have different behavior, e.g., they move more or make fewer calls, and then the statistical distribution of the signaling load will be different in the MMEs. Hence, the subscriber load information from the MMEs is useless.  

Note that it will be difficult to dimension the MME processing power versus the maximum number of registered subscribers if the statistically behavior of the subscribers does not match some general traffic model.

A common misunderstanding is that active control may help when pooled MMEs are restarted or when new MMEs are inserted into a pool. Empty MMEs by any metric will be the least loaded ones for quite some time. During this period will they attract all new subscribers entering the pool service area. If the new subscribers are different from the old ones, e.g., they move more or make less calls, will the signaling load differ between MMEs. Not even supplementary load measurements would solve the problem since the subscribers may differ in ways which is not yet known. As an example, assume that a group of subscribers arrive to the pool service area in the morning and leave in the evening. Another group of subscribers have since some time ago entered the pool area and are staying there more or less all the time. The newly inserted MME into the pool gets only the type of subscribers that are “commuters” why the load balance will not be stable over time. Since subscribers behaviour will not be statistically equally distributed in the different MMEs busy hour may occur at different times of the day.

The conclusion is therefore not to bother with feedback but to rely on the property of random subscriber distribution without feedback. This property is based on the well known statistical law of maximum entropy. For MME in Pool, maximum entropy means that different kinds of subscribers thanks to random distribution will be present in the same proportions in all MMEs. The weight factor approach has been used in legacy networks with good and stable performance.

It may sometimes be required to speed up the rate at which maximum entropy is reached, typically when MMEs are restarted or when new MMEs are inserted into a pool. This means that subscribers must be shuffled between MMEs in a pool and this is covered by the other part of the Locad Balancing function.
Conclusion and Proposal

The weight factor approach has been used in legacy networks and has been found to combine simplicity, robustness and good performance. 

We propose to agree on the proposal 1 which is to use a relative capacity factor for S1 load balancing and to signal this at S1 setup. 
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