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1 Introduction
One component of the LTE QoS design is the discussion of rate adaptation and how to enable applications to operate at rates between a specified GBR and the MBR when the MBR is above GBR.  As part of this discussion, ECN as specified in [1] is being proposed as a means for providing rate-adaptation feedback (an “early congestion indication”) to GBR applications.
It is important to note that most-interesting GBR applications are real-time services that use the Real-Time Transport Protocol (RTP) over UDP (e.g., VoIP, Video Telephony).  This needs to be considered very carefully when attempting to use ECN or any other congestion indication mechanism for such services.
This contribution identifies issues with using ECN for congestion control of real-time services over RTP/UDP, identifies other mechanisms defined in SA4 for such services, and suggests that the details of the congestion and MBR/GBR operation problem be addressed in SA4 where an existing work item is under way, rather than in SA2.

2 Issues: ECN not originally designed for very delay-sensitive applications
2.1 Designed for TCP congestion, not for delay-sensitivity
ECN was proposed as a substitute to dropping TCP packets as an indication of congestion.  When the router/node is experiencing or anticipating congestion, it is has been shown that sending an ECN instead is beneficial because it prevents synchronization of TCP flows where packets from many TCP flows are dropped simultaneously and cause fluctuation of over- and under-utilization of the link bandwidth.  It also avoids the need to retransmit the TCP segments in the TCP congestion window during congestion.  However, ECN was not specifically designed for attempting to maintain certain end-to-end delay requirements of an application.
Reference [1] specifies how ECN can be applied to TCP.  However, it does not specify whether ECN can be applied to RTP/UDP and how it would be used.  Section 6 of [1] states the following:

6.  Support from the Transport Protocol

   ECN requires support from the transport protocol, in addition to the

   functionality given by the ECN field in the IP packet header. The

   transport protocol might require negotiation between the endpoints

   during setup to determine that all of the endpoints are ECN-capable,

   so that the sender can set the ECT codepoint in transmitted packets.

   Second, the transport protocol must be capable of reacting

   appropriately to the receipt of CE packets.  This reaction could be

   in the form of the data receiver informing the data sender of the

   received CE packet (e.g., TCP), of the data receiver unsubscribing to

   a layered multicast group (e.g., RLM [MJV96]), or of some other

   action that ultimately reduces the arrival rate of that flow on that

   congested link.  CE packets indicate persistent rather than transient

   congestion (see Section 5.1), and hence reactions to the receipt of

   CE packets should be those appropriate for persistent congestion.

   This document only addresses the addition of ECN Capability to TCP,

   leaving issues of ECN in other transport protocols to further

   research.  For TCP, ECN requires three new pieces of functionality:

   negotiation between the endpoints during connection setup to

   determine if they are both ECN-capable; an ECN-Echo (ECE) flag in the

   TCP header so that the data receiver can inform the data sender when

   a CE packet has been received; and a Congestion Window Reduced (CWR)

   flag in the TCP header so that the data sender can inform the data

   receiver that the congestion window has been reduced. The support

   required from other transport protocols is likely to be different,

   particularly for unreliable or reliable multicast transport

   protocols, and will have to be determined as other transport

   protocols are brought to the IETF for standardization.

We still have to find research showing the benefits and applicability of ECN to the RTP over UDP transport protocols.  The ECN webpage [2] cited in [1] does not appear to provide much information on the applicability of ECN to RTP over UDP. Section 2.6 below discusses other research and specifications on the use of ECN for real-time services.
2.2 Limited information
ECN cannot convey the magnitude of the congestion detected at the router/node or the magnitude of the overall (end-to-end) congestion detected at multiple routers/nodes along the path.  If multiple nodes are congested, the marking can only convey a congestion state that is identical to the situation where only one node is congested as ECN can only convey two states.
The sender has to either perform drastic avoidance (e.g., reduce its transmit rate in half like TCP) or perform very gradual adaptation.  The adjustment can be done at most once per round trip time (RTT) however as consecutive packets will likely be marked with the same states and one should not adjust more based on the existing state
. One has to aggregate the long-term marking probability to figure out the “congestion state” of the network.
Drastic congestion avoidance (like for TCP) should be avoided for real-time services as sudden drops in media quality will severely degrade the user experience.

To work with gradual congestion avoidance when the system is limited to one reaction-per-RTT would require that the ECN thresholds be set very aggressively in the eNodeB and other intermediate nodes.  Aggressive thresholds at each node results in an overly-constrained end-to-end latency requirement because nodes are unable to take advantage of any additional delay budget provided by other nodes in the path that may not be experiencing congestion at that moment.  There is no overall end-to-end delay budget which they can share "adaptively."  The result is reduced media quality due to overly-constrained rate adaptation:  the sender is unable to increase its rate to make full use of the end-to-end path capacity because it is forced to meet the aggressive delay requirements of each intermediate node.
2.3 Limited adaptation behaviour

Since ECN is primarily used to perform congestion control for TCP traffic the rate adaptation protocol used by the sending UE must be TCP-friendly to prevent it from starving competing TCP flows passing through the same congested nodes.  This limits the types of adaptation mechanisms that can be used by real-time services relying on ECN for congestion control.
Also, the presence of ECN gives an indication to the sender to reduce its transmission rate.  However, the lack of a “congestion experience” marking does not indicate whether a sender can increase, or has to maintain, its transmission rate.  

Therefore, for the sending UE to determine whether it must operate at currently-reduced rate conditions or return to its originally desired rate, it must blindly probe the transmission path.  While probing is used for non-real-time applications such as TCP, it incurs a more significant cost for real-time services.  Attempting to blindly increase the transmission rate when the system can not support it introduces transport delays and congestion.  Gradually increasing the transmission rate to prevent excessive delays has the disadvantage of not being able to make timely use of available capacity when congestion has eased.
2.4 ECN protocol semantics not complete for RTP/UDP
Aside from the overarching need to demonstrate the benefits to RTP/UDP applications of using ECN vs. other congestion detection mechanisms, one should understand that the semantics of the protocol itself can not be readily applied to the RTP/UDP protocols and their applications.
There is currently no mechanism for the receiver to echo the “Congestion Experienced” information back to the sender.  This has to be defined in the application (e.g., TCP Ack has the ECN-Echo).  Without an in-band mechanism, ECN will have to rely on an RTCP-like feedback similar to what is being used in SA4 (see section 3 below).

ECN will also need to define a means for the end-points to determine whether ECN is supported end-to-end.  For senders/encoders to be able to reliably increase their rates without overloading the network they need to know whether they will receive the appropriate congestion feedback.  For the protocol to work when some intermediate nodes do not support ECN, the expected behaviour of these routers and corresponding behaviour of the sender would also have to be specified.  Such functionality had to be defined for TCP in [1].  

2.5 Limited ECN deployment

Reference [5] points out that ECN is largely implemented in commercial routers, but generally not as a supported feature, and it has largely not been deployed by commercial network operators.  It has been released in many Unix-based operating systems, but not in proprietary OSs like Windows or those in many mobile devices.
2.6 ECN for Real-Time Services

Reference [6] discusses some of the issues in defining alternative semantics for the Explicit Congestion Notification (ECN) field and specifies requirements for a safe coexistence in an Internet that could include routers that do not understand the defined alternate semantics.  
Reference [7] investigates the use of ECN for real-time services such as voice, video, conferencing, and streaming.  However the work appears to have been abandoned two years ago.  There is no tsvwg work item listed for it now in the IETF.  The protocol is quite complicated, with interactions at the SIP layer that could prove difficult to implement in practice.

The most mature work on ECN for real-time applications appears to be in reference [8] which describes how RTP can be framed for transport using the Datagram Congestion Control Protocol (DCCP) [9].  DCCP is a newly specified transport protocol that provides desirable properties for real-time applications running on unmanaged best-effort IP networks and is designed to be fully ECN-aware.  The authors proposing the use of ECN for RTP should consider its application to RTP-over-DCCP rather than RTP-over-UDP as the latter clearly needs more research and specification.
3 Rate adaptation mechanisms in SA4
3.1 Defined mechanisms

Starting in Release 6 SA4 had determined that application layer rate adaptation was useful for applications as the QoS delivered by the underlying wireless transport could vary within a multimedia session.  
Reference [3] specifies the use of the NADU RTCP APP packet for a packet-switched streaming receiver to provide detailed feedback to the sender on the state of its receive buffer so that the server/sender can adapt its transmission rate accordingly.  Included below is the format of this feedback message:
0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                              SSRC                             |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|      Playout Delay            |            NSN                |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  Reserved           |   NUN   |    Free Buffer Space (FBS)    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 1: Data format block for NADU reporting

Note that the feedback message provides a significant amount of information measured directly at the receiver: Playout Delay, NSN, NUN, and Free Buffer Space fields, each with multi-bit values.  The approach here is end-to-end where the receiver measures the cumulative effects on its receive buffers of congestion introduced by intermediate nodes in the path and reports this to the sender for appropriate rate adaptation. 
Reference [4] specifies the use of an RTCP-APP packet with codec control requests to communicate adaptation information to the speech sender.  This information can be a bit-rate, packet-rate, or error resilience adaptation request.  The format of this message is as follows:
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Figure 2: RTCP-APP formatting

The receiver determines what codec control request to feedback to the sender based on its observation of the received speech packets (e.g., dropped, delayed).  The approach here is also end-to-end where the receiver measures the cumulative effects of congestion introduced by intermediate nodes in the path and determines what adaptation to request of the speech encoder/sender.
Note that both of these mechanisms can be used to solve the issues associated with MBR > GBR operation for the applications that have been identified, i.e., packet switched streaming and conversational speech.
3.2 SA4 Release 8 Work Item: MTSI Dynamic Video Rate Adaptation
SA4 currently has a work item for developing rate adaptation mechanisms for conversational video flows.  Due to their high rates, conversational video flows stand to benefit the most from MBR > GBR operation.
It would be most effective to have all detailed proposals for congestion indication and rate adaptation be evaluated under this SA4 work item.  This will ensure that the applicability of such mechanisms to GBR applications will be properly evaluated and specified.

4 Conclusion
SA4 has already identified the benefits of congestion indicators and rate adaptation feedback from an application perspective.

It is proposed that SA2 discusses and agrees on the benefits of these mechanisms for the LTE/SAE system.  Once there is agreement from SA2, we can communicate the necessary requirements to SA4 for evaluation and development of the detailed mechanisms as part of their work item.
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� From section 5 of [RFC 3168], “An additional goal is that the end-systems should react to congestion at most once per window of data (i.e., at most once per round-trip time), to avoid reacting multiple times to multiple indications of congestion within a round-trip time.”
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