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*** Start 1st change ***

4.7.2.1
The EPS Bearer in general

For E-UTRAN access to the EPC the PDN connectivity service is provided by an EPS bearer in case of GTP-based S5/S8, and by an EPS bearer concatenated with IP connectivity between Serving GW and PDN GW in case of PMIP-based S5/S8. 
An EPS bearer uniquely identifies an SDF aggregate between a UE and a PDN GW in case of GTP-based S5/S8, and between UE and Serving GW in case of PMIP-based S5/S8. 
Editor's Note:
The term ‘SDF aggregate’ is defined in Annex B (to be moved to TS 23.203 Rel-8). 

An EPS bearer is the level of granularity for bearer level QoS control in the EPC/E-UTRAN. That is, SDFs mapped to the same EPS bearer receive the same bearer level packet forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC configuration, etc.). Providing different bearer level QoS to two SDFs thus requires that a separate EPS bearer is established for each SDF. 

NOTE:
In addition but independent to bearer level QoS control, the PCC framework allows an optional enforcement of service level QoS control on the granularity of SDFs independent of the binding of SDFs to EPS bearers. 

An UpLink Traffic Flow Template (UL TFT) is a set of uplink packet filters. A DownLink Traffic Flow Template (DL TFT) is a set of downlink packet filters.

Editor's Note:
Need to clarify the definitions of UL TFT and DL TFT and their relation to the terms 'TFT' and 'service data flow template' as defined in 3GPP TS 23.060 and 3GPP TS 23.203, respectively.

One EPS bearer is established when the UE connects to a PDN, and that remains established throughout the lifetime of the PDN connection to provide the UE with always-on IP connectivity to that PDN. That bearer is referred to as the default bearer. Any additional EPS bearer that is established to the same PDN is referred to as a dedicated bearer.

Every EPS bearer is associated with an UL TFT in the UE and a DL TFT in the PCEF. 

NOTE:
The evaluation precedence order of the filters associated with the default bearer, in relation to those associated with the dedicated bearers, is up to operator configuration. However, if the default bearer is intended to be used for all traffic that doesn’t match any of the filters associated to dedicated bearers and/or it is associated with a “match all” filter, then operators should assure that the filters associated with the default bearer are assigned the lowest evaluation precedence order of all filters within that IP-CAN session. Any other configuration would effectively exclude the dedicated bearers associated with filters of lower precedence order from being used, and should therefore be considered a mis-configuration in this particular context.

The initial bearer level QoS parameter values of the default bearer are assigned by the network, based on subscription data (in case of E-UTRAN the MME sets those initial values based on subscription data retrieved from HSS). The PCEF may change those values based in interaction with the PCRF or based on local configuration. 

NOTE:
In case of 3GPP access: if PCC is enabled the MME should not verify bearer level QoS parameter values received on the S11 reference point against any subscription data stored in HSS. This is independent of whether a bearer is a default or a dedicated bearer.

The decision to establish or modify a dedicated bearer can only be taken by the EPC, and the bearer level QoS parameter values are always assigned by the EPC. Therefore, the MME shall not modify the bearer level QoS parameter values received on the S11 reference point during establishment or modification of a dedicated bearer. Instead, the MME shall only transparently forwards those values to the E-UTRAN. The MME may, however, reject the establishment or modification of a dedicated bearer (e.g. in case the bearer level QoS parameter values sent by the PCEF over a GTP based S8 roaming interface do not comply with a roaming agreement).

Editor's Note:
It is FFS in case of GTP based roaming how an MME in the VPLMN can enforce roaming restrictions on an ‘EPS subscribed QoS profile’ received from the HSS in the HPLMN during the Attach procedure.

“QoS negotiation” between the E-UTRAN and the EPC during dedicated bearer establishment / modification is not supported. 

The distinction between default and dedicated bearers should be transparent to the access network (e.g. E-UTRAN).

An EPS bearer is referred to as a GBR bearer if dedicated network resources related to a Guaranteed Bit Rate (GBR) value that is associated with the EPS bearer are permanently allocated (e.g. by an admission control function in the eNodeB) at bearer establishment/modification. Otherwise, an EPS bearer is referred to as a Non-GBR bearer.

NOTE:
Admission control can be performed at establishment / modification of a Non-GBR bearer even though a Non-GBR bearer is not associated with a GBR value.

A dedicated bearer can either be a GBR or a Non-GBR bearer. A default bearer shall be a Non-GBR bearer.

NOTE:
A default bearer remains permanently established to provide the UE with always-on IP connectivity to a certain PDN. That motivates the restriction of a default bearer to bearer type Non-GBR.

4.7.2.2
The EPS Bearer with GTP-based S5/S8

*** End 1st change ***

*** Start 2nd change ***

Annex B (Normative): Standardized QCI Characteristics

Editor's note:
This Section will be moved to become normative text in TS 23.203 Rel-8.

The service level (i.e., per SDF or per SDF aggregate) QoS parameters are QCI, ARP, GBR, and MBR. This section specifies standardized characteristics associated with standardized QCI values.
Each Service Data Flow (SDF) is associated with one and only one QoS Class Identifier (QCI). For the same IP-CAN session multiple SDFs with the same QCI and ARP can be treated as a single traffic aggregate which is referred to as an SDF aggregate. An SDF is a special case of an SDF aggregate. A QCI is a scalar that is used as a reference to node specific parameters that control packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.), and that have been pre-configured by the operator owning the node (e.g. eNodeB).

Table B-1 Standardized QCI Characteristics
	QCI
	Resource
Type
	Priority
	Packet
Delay
Budget
(NOTE 1)
	Packet
Loss
Rate
(NOTE 2)
	Example Services

	1
(NOTE 3)
	GBR
	2
	100 ms
	10-2
	Conversational Voice

	2
(NOTE 3)
	
	4
	150 ms
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	5
	300 ms
	10-6
	Non-Conversational Video (Buffered Streaming)

	4
(NOTE 3)
	
	3
	50 ms
	10-3
	Real Time Gaming

	5
(NOTE 3)
	Non-GBR
	1
	100 ms
	10-6
	IMS Signaling

	6
(NOTE 3)
	
	7
	100 ms
	10-3
	Voice,
Video (Live Streaming) 
Interactive Gaming

	7
(NOTE 4)
	
	6
	300 ms
	10-6
	Video (Buffered Streaming)
TCP-based
(e.g., www, e-mail, chat, ftp,

p2p file sharing, progressive video, etc.)

	8
(NOTE 5)
	
	8
	
	
	

	9
(NOTE 6)
	
	9
	
	
	



NOTE 1:
A delay of 20 ms for the delay between a PDN GW and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PDN GW is located “close” to the radio base station (roughly 10 ms) and the case where the PDN GW is located “far” from the radio base station, e.g., in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays – in particular for GBR traffic – should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality. 
NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PDN GW should be regarded to be negligible. A PLR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate’s uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
This QCI could be used for prioritization of specific services according to operator configuration.
NOTE 5:
This QCI could be used for a dedicated “premium bearer” (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate’s uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI is could be used for the default bearer of a UE/PDN for “premium subscribers”.

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a “tool” to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.
The one-to-one mapping of standardized QCI values to standardized characteristics is captured in Table B-1. The characteristics describe the packet forwarding treatment that an SDF aggregate receives edge-to-edge between the UE and the PDN GW (see Figure B-1) in terms of the following performance characteristics:

1
Resource Type (GBR or Non-GBR)

2
Priority

3
Packet Delay Budget 

4
Packet Loss Rate

The standardized characteristics are not signaled on any interface. They should be understood as guidelines for the pre-configuration of node specific parameters for each QCI. The goal of standardizing a QCI with corresponding characteristics is to ensure that applications / services mapped to that QCI receive the same minimum level of QoS in multi-vendor network deployments and in case of roaming. A standardized QCI and corresponding characteristics is independent of the UE’s current access (3GPP or Non-3GPP).
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Figure B-1: Scope of the Standardized QCI Characteristics for client/server (upper figure) and peer/peer (lower figure) communication
The Resource Type determines if dedicated network resources related to a service or bearer level Guaranteed Bit Rate (GBR) value are permanently allocated (e.g. by an admission control function in a radio base station). GBR SDF aggregates are therefore typically authorized “on demand” which requires dynamic policy and charging control. A Non‑GBR SDF aggregate may be pre-authorized through static policy and charging control.
The Packet Delay Budget (PDB) denotes the time that a packet may be delayed between the UE and the PDN GW. For a certain QCI the value of the PDB is the same in uplink and downlink. The purpose of the PDB is to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). The PDB shall be interpreted as a maximum delay with a confidence level of 98 percent.
NOTE:
The PDB denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded (e.g. by RLC in E-UTRAN). The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds.

Services using a Non-GBR QCI should be prepared to experience congestion related packet drops, and 98 percent of the packets that have not been dropped due to congestion should not experience a delay exceeding the QCI’s PDB. This may for example occur during traffic load peaks or when the UE becomes coverage limited. See Annex C for details. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PLR below).
Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and 98 percent of the packets shall not experience a delay exceeding the QCI’s PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system which may then lead to congestion related packet drops even for services using a GBR QCI and sending at a rate smaller than or equal to GBR. Packets that have not been dropped due to congestion may still be subject to non congestion related packet losses (see PLR below). 
Every QCI (GBR and Non-GBR) is associated with a Priority level. Priority level 1 is the highest Priority level. The Priority levels shall be used to differentiate between SDF aggregates of the same UE, and it shall also be used to differentiate between SDF aggregates from different UEs. Via its QCI an SDF aggregate is associated with a Priority level and a PDB. Scheduling between different SDF aggregates shall primarily be based on the PDB. If the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then Priority shall be used as follows: in this case a scheduler shall meet the PDB of SDF aggregates on Priority level N in preference to meeting the PDB of SDF aggregates on Priority level N+1.
NOTE:
The definition (or quantification) of “sufficient radio channel quality” is out of the scope of 3GPP specifications.
NOTE:
In case of E-UTRAN a QCI’s Priority level may be used as the basis for assigning the uplink priority per Radio Bearer (see [36.300] for details).

The Packet Loss Rate (PLR) defines an upper bound for the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in E-UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E-UTRAN). Thus, the PLR defines an upper bound for a rate of non congestion related packet losses. The purpose of the PLR is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in E‑UTRAN). For a certain QCI the value of the PLR is the same in uplink and downlink. 
NOTE:
The characteristics PDB and PLR are specified only based on application / service level requirements, i.e., those characteristics should be regarded as being access agnostic, independent from the roaming scenario (roaming or non-roaming), and independent from operator policies. 

Editor's note: A mapping between standardized QCIs and TNL level QoS parameter values (e.g., DiffServ Code Points) will be captured at a later stage in a separate annex of TS 23.401.

Annex C (Informative):
Standardized QCI Characteristics – Rationale and Principles

Editor's note:
This Section will be moved to become an Annex of TS 23.203 Rel-8.


	


	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	






The following bullets capture design rationale and principles with respect to standardized QCI characteristics:

-
A key advantage of only signalling a single scalar parameter, the QCI, as a “pointer” to standardized characteristics – as opposed to signalling separate parameters for resource type, priority, delay, and loss – is that this simplifies a node implementation. Note that TS 23.107 permits the definition of more than 1600 valid GPRS QoS profiles (without considering GBR, MBR, ARP, and Transfer Delay) and this adds unnecessary complexity. 

-
In general, the rate of congestion related packet drops can not be controlled precisely for Non‑GBR traffic. This rate is mainly determined by the current Non-GBR traffic load, the UE's current radio channel quality, and the configuration of user plane packet processing functions (e.g. scheduling, queue management, and rate shaping). That is the reason why services using a Non-GBR QCI should be prepared to experience congestion related packet drops and/or per packet delays that may exceed a given PDB. The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds, and is relevant mainly for Non-GBR QCIs. The discarding (dropping) of packets of an SDF aggregate mapped to a GBR QCI should be considered to be an exception as long as the source sends at a rate smaller than or equal to the SDF aggregate’s GBR.

-
An operator would choose GBR QCIs for services where the preferred user experience is "service blocking over service dropping", i.e. rather block a service request than risk degraded performance of an already admitted service request. This may be relevant in scenarios where it may not be possible to meet the demand for those services with the dimensioned capacity (e.g. on "new year's eve"). Whether a service is realized based on GBR QCIs or Non‑GBR QCIs is therefore an operator policy decision that to a large extent depends on expected traffic load vs. dimensioned capacity. Assuming sufficiently dimensioned capacity any service, both Real Time (RT) and Non Real Time (NRT), can be realized based only on Non-GBR QCIs. 

-
Note that TCP's congestion control algorithm becomes increasingly sensitive to non congestion related packet losses (that occur in addition to congestion related packet drops) as the end-to-end bit rate increases. To fully utilise "EUTRA bit rates" TCP bulk data transfers will require a PLR of less than 10-6.
*** End 2nd change ***
*** Start 3rd change ***

4.7.4
Application of PCC in the Evolved Packet System
The Evolved Packet System applies the PCC framework as defined in 3GPP TS 23.203 [6] for QoS policy and charging control. PCC functionality is present in the AF, PCEF and PCRF.

An EPS needs to support both PCEF and PCRF functionality to enable dynamic policy and charging control by means of installation of PCC rules based on user and service dimensions. However, an EPS may only support PCEF functionality in which case it shall support static policy and charging control.

NOTE:
The local configuration of PCEF static policy and charging control functionality is not subject to standardization. The PCEF static policy and control functionality is not based on subscription information.

The following applies to the use of dynamic policy and charging control in EPS:

-
The service level (per SDF) QoS parameters are conveyed in PCC rules (one PCC rule per SDF) over the S7 reference point. The service level QoS parameters consist of a QoS Class Identifier (QCI) Allocation and Retention Priority (ARP) and authorised Guaranteed and Maximum Bit Rate values for uplink and downlink. The QCI is a scalar that represents the QoS characteristics that the EPS is expected to provide for the SDF. ARP is an indicator of the priority of allocation and retention for the SDF. The service level ARP assigned by PCRF in a PCC rule may be different from the bearer level ARP stored in subscription data.

-
The set of standardized QCIs and their characteristics that the PCRF in an EPS can select from is provided in Annex B table B-1. It is expected that the PCRF selects a QCI in such a way that the IP-CAN receiving it can support it.

-
It is not required that an IP-CAN supports all standardized QCIs.

-
For local breakout, the visited network has the capability to reject the QoS authorized by the home network based on operator policies.

The following applies regardless of whether dynamic or static policy and charging control is used in EPS:

-
For E-UTRAN the value of the ARP of an EPS bearer is identical to the value of the ARP of the SDF(s) mapped to that EPS bearer.

-
For the same UE/PDN connection: SDFs associated with different QCIs or with the same service-level QCI but different ARP shall not be mapped to the same EPS bearer.

-
The bearer level QCI of an EPS bearer is identical to the value of the QCI of the SDF(s) mapped to that EPS bearer.

Editor's note: It is FFS if, and if yes then how, a mapping from standardized QCIs to QoS parameter values of a non‑3GPP access technology should be standardized.

Editor's note: It is FFS whether the PCRF may select a different QCI due to a handover to a different RAT type.


Editor's note: The inclusion in 3GPP TS 23.203 of ARP and the associated description of the information that the PCRF takes into account to take a policy decision on ARP is FFS.

*** End 3rd change ***

*** Start 4th change ***

Annex E (Normative): 
Mapping between EPS and pre-Rel-8 QoS parameters
This annex specifies how the QoS parameter values of an EPS bearer (E-UTRAN access to the EPS) should be mapped to/from the pre-Rel-8 QoS parameter values of a PDP context (UTRAN/GERAN access to the EPS) before a procedure is triggered that executes a handover between E-UTRAN and UTRAN/GERAN.

The following mapping rules hold:

-
There is a one-to-one mapping between an EPS bearer and a PDP context.

Editor's Note:
The handling of this principle in case of "dual stack IPv4/IPv6 bearers" is FSS.

-
The EPS bearer parameters ARP is mapped one-to-one to/from the GPRS bearer parameter ARP.

Editor's Note:
Note that in GPRS pre-Rel-8 the same UE/PDN connection, the system does not expect to have two or more PDP contexts with different ARP values. This is different in EPS. It is FFS whether this causes conflict / errors or whether a specific mapping rule for ARP is needed. 

-
The EPS bearer parameters GBR and MBR of a GBR EPS bearer are mapped one-to-one to/from the GPRS bearer parameters GBR and MBR of a PDP context associated with Traffic class 'conversational' or 'streaming'.  

Editor's Note:
The details of the mapping of GBR, and MBR between GBR EPS bearers and conversational / streaming PDP contexts should be captured in stage 3 specs. Once done this editor’s note will be replaced with a corresponding reference.

-
At handover from E-UTRAN to UTRAN/GERAN the GPRS bearer parameter MBR of PDP contexts associated with Traffic Class 'interactive' or 'background' is set based on MME operator policy. 

NOTE:
In order to apply the concept of AMBR in UTRAN/GERAN, one such policy may be to set the sum of those MBRs to not exceed the value of the EPS bearer parameter AMBR. 

NOTE:
In order to ensure that the MBR of PDP contexts associated with Traffic Class 'interactive' or 'background' are restored to their previous values when handing over again from E-UTRAN to UTRAN/GERAN, one such policy may be to have an MME store at handover from UTRAN/GERAN to E-UTRAN the GPRS bearer parameter MBR of PDP contexts associated with Traffic Class 'interactive' or 'background'.

-
At handover from UTRAN/GERAN to E-UTRAN the AMBR from the EPS subscribed QoS profile for the corresponding APN shall take precedence. That is, the GPRS bearer parameter MBR of interactive / background PDP contexts is ignored in this case.

-
A standardized value of the EPS bearer parameter QCI is mapped one-to-one to/from values of the pre-Rel-8 parameters Traffic Class, Traffic Handling Priority, Signalling Indication, and Source Statistics Descriptor as shown in Table E-1.

-
At handover from E-UTRAN to UTRAN/GERAN the setting of the values of the pre-Rel-8 parameters Transfer Delay and SDU Error Ratio should be derived from the corresponding QCI’s Packet Delay Budget and Packet Loss Rate, respectively. At handover from UTRAN/GERAN to E-UTRAN the values of the pre-Rel-8 parameters Transfer Delay and SDU Error Ratio should be ignored. 

-
The setting of the values of all other pre-Rel-8 QoS is based on operator policy pre-configured in the MME.

Table E-1: Mapping between standardized QCIs and pre-Rel-8 QoS parameter values

	QCI
	Traffic
Class
	Traffic
Handling
Priority
	Signaling
Indication
	Source
Statistics
Descriptor

	1
	Conversational
	N/A
	N/A
	Speech

	2
	Conversational
	N/A
	N/A
	Unknown

	FFS
	Streaming
	N/A
	N/A
	Speech

	3
	Streaming
	N/A
	N/A
	Unknown

	5
	Interactive
	1
	Yes
	N/A

	7
	Interactive
	1
	No
	N/A

	6
	Interactive
	2
	No
	N/A

	8
	Interactive
	3
	No
	N/A

	9
	Background
	N/A
	N/A
	N/A


Editor's Note:
The mapping of QCI 4 is FFS.
*** End of 4th change ***
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