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*** Start 1st change ***
4.7.3
Bearer level QoS parameters

Each EPS bearer (GBR and Non-GBR) is associated with the following bearer level QoS parameters:

-
Label.

-
Allocation and Retention Priority (ARP).

A Label is a scalar that is used as a reference to access node-specific parameters that control bearer level packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.), and that have been pre-configured by the operator owning the access node (e.g. eNodeB). A one-to-one mapping of standardized Label values to standardized Label Characteristics (see clause 4.7.4) will be captured in a 3GPP specification. 

Editor's Note:
Need to add this to the "3GPP specification" and create formal reference.

NOTE 1:
On the radio interface and on S1, each PDU (e.g. RLC PDU or GTP-u PDU) is indirectly associated with one Label via the bearer identifier carried in the PDU header. The same applies to the S5 and S8 interfaces if they are based on GTP-u.

The primary purpose of ARP is to decide whether a bearer establishment / modification request can be accepted or needs to be rejected in case of resource limitations (typically available radio capacity in case of GBR bearers). In addition, the ARP can be used (e.g. by the eNodeB) to decide which bearer(s) to drop during exceptional resource limitations (e.g. at handover). Once successfully established, a bearer's ARP shall not have any impact on the bearer level packet forwarding treatment (e.g. scheduling and rate control). Such packet forwarding treatment should be solely determined by the other bearer level QoS parameters: Label, GBR, MBR, and AMBR.

NOTE 2:
The ARP should be understood as "Priority of Allocation and Retention"; not as "Allocation, Retention, and Priority". A more precise definition of ARP, e.g. the encoding of 'retention', is left FFS. 

Each GBR bearer is additionally associated with the following bearer level QoS parameters:

-
Guaranteed Bit Rate (GBR).

-
Maximum Bit Rate (MBR).

The GBR denotes the bit rate that can be expected to be provided by a GBR bearer. The MBR limits the bit rate that can be expected to be provided by a GBR bearer (e.g. excess traffic may get discarded by a rate shaping function). The MBR may be greater than or equal to GBR for a particular GBR bearer.

Editor's note:
Whether a Non-GBR bearer may also be associated with an MBR is FFS.


Each PDN connection (i.e. IP address) is associated with the following IP-CAN session level QoS parameter:

-
Aggregate Maximum Bit Rate (AMBR).

Multiple EPS bearers of the same PDN connection can share the same AMBR. That is, each of those EPS bearers could potentially utilize the entire AMBR, e.g. when the other EPS bearers do not carry any traffic. The AMBR limits the aggregate bit rate that can be expected to be provided by the EPS bearers sharing the AMBR (e.g. excess traffic may get discarded by a rate shaping function). AMBR applies to all Non-GBR bearers belonging to the same PDN connection. GBR bearers are outside the scope of AMBR. 

AMBR control should be done in the eNodeB for uplink traffic, and for the downlink traffic in the PDN GW.

All the AMBRs for different PDN accesses of a UE are transmitted to the MME from the HSS once the UE has attached to the network. The AMBR values for DL and UL that apply to a particular PDN connection are communicated to the PDN GW and eNodeB upon the establishment of the default EPS bearer to this PDN connection.

The GBR and MBR denote bit rates of traffic per bearer while AMBR denotes a bit rate of traffic per group of bearers. Each of those three bearer level QoS parameters has an uplink and a downlink component. On S1_MME the values of the GBR, MBR, and AMBR refer to the bit stream excluding the GTP-u header overhead on S1_U.

Editor's note:
A more precise definition of GBR, MBR, and AMBR, e.g. whether those parameters only denote a bit rate or additionally also a token bucket size, is left FFS.

4.7.4
Standardized Label Characteristics

A Label Characteristic describes the bearer level packet forwarding treatment that is expected from an access node (e.g. eNodeB). A standardized Label Characteristic comprises the following elements: 

1
Bearer Type (GBR or Non-GBR), 

2
L2 Packet Delay Budget, and 

3
L2 Packet Loss Rate.

A Label Characteristic is not signalled on any interface.

The Bearer Type determines if dedicated network resources related to a Guaranteed Bit Rate (GBR) value that is associated with an EPS bearer are permanently allocated (e.g. by an admission control function in the access node) at bearer establishment/modification (see clause 4.7.1). 

The L2 Packet Delay Budget (L2 PDB) denotes the time that a link layer SDU (e.g., an IP packet) may reside within the link layer between an access node and a UE. The link layer may include a queue management function. For a certain Label Characteristic the value of the L2 PDB is the same in uplink and downlink. The purpose of the L2 PDB is to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points).

NOTE:
For Non-GBR bearers, the L2 PDB denotes a "soft upper bound" in the sense that an "expired" link layer SDU, i.e. a link layer SDU that has exceeded the L2 PDB, does not need to be discarded (e.g. by RLC in E-UTRAN). The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds.

Sources running on a Non-GBR bearer should be prepared to experience congestion related packet drops and/or per packet delays that may exceed a given L2 PDB. This may for example occur during traffic load peaks or when the UE becomes coverage limited. See Annex B for details.

Sources running on a GBR bearer and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and that per packet delays will not exceed a given L2 PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system. The fraction of traffic sent on a GBR bearer at a rate greater than GBR may be treated like traffic on a Non-GBR bearer. 


The L2 Packet Loss Rate (L2 PLR) determines the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer ARQ protocol (e.g. RLC in E-UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E-UTRAN). Thus, the L2 PLR denotes a rate of non congestion related packet losses. The purpose of the L2 PLR is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in E UTRAN). For a certain Label Characteristic the value of the L2 PLR is the same in uplink and downlink.
4.7.5
EPS Support for Application / Service Layer Rate Adaptation
· The EPC does not support E-UTRAN-initiated “QoS re-negotiation”. That is, the EPC does not support an eNB‑initiated bearer modification procedure. If an eNB can no longer sustain the GBR of an active GBR bearer then the eNB should simply trigger a deactivation of that bearer.

· Neither the EPC nor the E-UTRAN supports any explicit feedback to trigger a rate increase at the media / application / transport layer. 
Editor's note:
Further studies of rate increase schemes, e.g., “probing schemes” implemented on the media / application / transport layer, are left to SA4.
Editor's note:
It is FFS whether explicit feedback from the EPC and/or E-UTRAN for the purpose of triggering rate reduction at the media / application / transport layer will be supported in Rel-8. If it is decided at a later stage that such explicit feedback will not be supported in Rel-8 then the following bullets will be replaced by a bullet stating: “Neither the EPC nor the E-UTRAN supports any explicit feedback to trigger a rate decrease at the media / application / transport layer. Further studies of rate decrease schemes are left to SA4.”. Otherwise, if it is decided at a later stage that such explicit feedback from the EPC and/or E-UTRAN should be supported in Rel-8 then the following principles hold.
· Standardized explicit feedback from the EPC and/or E-UTRAN to trigger rate reduction at the media / application / transport layer should be based on the IP-based Explicit Congestion Notification specified in RFC 3168 [x]. 
· The bearer level QoS parameter Offered Bit Rate (OBR) is returned from the eNB (E-UTRAN) to the EPC at EPS bearer establishment / modification. The OBR is the eNB’s estimate of the bit rate that can be provided by the EPS bearer at the point in time when the bearer is established / modified. For GBR bearers: MBR ( OBR ( GBR; for Non-GBR bearers AMBR ( OBR ( 0. However, it must be clear that the OBR is just a “screen shot” of the current situation at the eNB that the receiving media / application layer can use as a hint to decide the initial encoding rate. The OBR is not a “guarantee” that the offered bit rate will be provided for longer periods of time. The OBR is a prediction – subject to possible prediction errors – of the near term future.

· At EPS bearer establishment / modification the EPC provides to the UE the parameters <GBR; OBR; AMBR/MBR>. 

4.7.6
Application of PCC in the Evolved Packet System
*** End of 1st change ***
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