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Proposes to use IKEv2 Informational exchanges for the purpose of dynamic QoS policy control for non-3GPP access where no NAS signalling is available.
1
Introduction

Depicted in Figure 1 are various scenarios involving non-3GPP access:
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Figure 1: Various deployment scenarios involving non-3GPP access
a) Untrusted non-3GPP access with network-based mobility: an example of such deployment is a public WLAN hot spot where Wu (IPsec) is used to provide confidentiality and integrity protection over the air interface. Another example is a Fixed Mobile Convergence (FMC) scenario in which the DSL or Cable operator has deployed ePDG functionality in order to provide confidentiality and integrity protection for domestic WLANs;
b) Untrusted non-3GPP access with host-based mobility: the deployment examples for this configuration are similar to the previous (i.e. public hot spots or FMC with domestic WLANs), the only difference being that inter-access mobility is based on CMIP;
c) Trusted non-3GPP access with host-based mobility: whereas the Trusted non-3GPP access in this configuration can be of any type, for the purpose of this paper we are particularly focusing on the FMC case with domestic WLANs. In this scenario the EPS operator decides to handle the domestic WLAN access as a Trusted access even in absence of the overlay IPsec tunnel (e.g. because the operator trusts the intrinsic L2 security of the installed WLAN). In such scenarios the S7a interface is likely to be inexistent, which is why it was greyed out in Figure 1c (NOTE: it may be possible that the Home Gateway in this scenario is capable of terminating S7a, however this has no impact on the discussion in this paper).
The common denominator of these three scenarios is that there is no counterpart of NAS signalling, which means that there is no support for dynamic QoS Policy control, in particular in the uplink. For example:
· In case of Untrusted access (Figure 1a and 1b) all dynamic QoS information (e.g. TFT, QCI, GBR), that is pushed from the application bubble via the PCRF infrastructure, eventually reaches the ePDG, but does not reach the UE. This allows for some QoS Policy control in the downlink e.g. the ePDG performs DSCP markings in the IPsec header (i.e. the “outer” IP header) of downlink packets based on the received TFT and QCI information and those markings may also assist the domestic WLAN access point for the purpose of downlink scheduling. However, the UE receives no information that would assist it in performing DSCP marking of IPsec packet headers in the uplink;
· In the case of Trusted access (Figure 1c) the dynamic QoS information pushed by the application bubble reaches as far as the PDN GW. The latter can perform DSCP markings of the DS MIP6 tunnelling header (i.e. the “outer” IP header) and those markings may assist the domestic WLAN access point for the purpose of downlink scheduling. However, the UE receives no information that would assist it in performing DSCP marking of DS MIP6 tunnelling headers in the uplink;
· In any of the scenarios described above there is no support for the UE requested bearer resource procedure.
In summary, it is obvious that in these scenarios the UL traffic will receive no differentiated treatment in the WLAN, even if the latter has QoS support (either in the 802.11e sense or in the sense of simple priority-based scheduling).
2
Discussion

At first glance it looks like the problem described here should also exist in GAN, in that the GAN UE also needs to be somehow assisted for DSCP marking of uplink IPsec headers, and one may be tempted to look for a solution there. The solution adopted for GAN (TS 44.318) is based on implicit signalling and can be summarised as follows:
· UE learns the mapping between DSCP markings of ‘inner’ and ‘outer’ IP headers from received downlink packets, and applies the same logic when colouring ‘outer’ IP headers in the uplink;
· UE extracts the DSCP marking of ‘inner’ IP headers from received downlink packets and sets the DSCP value for the UDP or TCP socket of the corresponding traffic channel.
However, this approach does not work with I-WLAN (or WLAN) in EPS context because, contrary to GAN, the ‘inner’ DSCP marking will be uncoloured most of the time:
· With GAN, the ‘inner’ IP packet carries GAN signalling (GA-RC) or Up user plane data, rather than e2e packets; the endpoint is the GAN Controller which has good reasons to systematically apply DSCP markings in the downlink for both ‘inner’ and ‘outer’ IP headers in order to offer differentiated handling to voice, GAN signalling or any other data;
· With I-WLAN (or WLAN) in EPS context, the ‘inner’ IP packet is an e2e IP packet, typically not DSCP coloured by the end user applications.
In our view some form of explicit signalling of UL filters and associated QoS information is a more appropriate choice for I-WLAN (or WLAN) in EPS context. This also applies to the procedure for UE requested bearer resources, which is currently not applicable over WLAN.
In order to achieve this kind of signalling and thus allow the UE to perform dynamic QoS policy control in the uplink or to request bearer resources, there is a need for signalling means comparable to NAS signalling in 3GPP accesses. In all three scenarios described above it is worth noting that there is IKEv2 signalling available:

· Between UE and ePDG in Figure 1a and 1b,

· Between UE and PDN GW in Figure 1b and 1c (and pending decision on the IKEv2 vs RFC 4285 discussion).

IKEv2 has a notion of Informational exchanges that can be sent at any point in time from either endpoint of the security association. These Informational exchanges can carry various Configuration payloads (e.g. CFG_SET/CFG_ACK and CFG_REQUEST/CFG_REPLY).
In case of Network-initiated bearer resources (also referred to here as the PUSH model) the overall procedure could work as follows:
· At any point in time the ePDG (Figure 1a) or PDN GW (Figure 1c) pushes UL filters and associated QoS (e.g. QCI, GBR) with CFG_SET payload;
· In case of nested IKEv2 associations (Figure 1b) the procedure looks the same as previous, but it is FFS whether the QoS Policy control information needs to be pushed along the “inner” or the “outer” IKEv2 security association (i.e. from the PDN GW or the ePDG, respectively), or along both.
In case of UE-requested bearer resources (also referred to here as the PULL model) the overall procedure could work as follows:

· At any point in time the UE requests assignment of QoS resources (e.g. QCI, GBR) for a set of UL filters with a CFG_REQUEST payload;
· Again in case of nested IKEv2 associations (Figure 1b) it is FFS whether the UE requested bearer resources need to pulled along the “inner” or the “outer” IKEv2 security association (i.e. from the PDN GW or the ePDG, respectively), or along both.
3
Conclusion and proposal

It is proposed to discuss the proposal for dynamic QoS policy control described in Section 2, based on IKEv2 signalling.
If the proposal is agreeable, the authors will be happy to provide a CR against TS 23.402.
It should be noted that there may be a need to request new Configuration payload contents from the IETF (IANA), however this will not be a precedent as IKEv2 already has 3GPP-specific Notify payloads ("MULTIPLE_AUTH_SUPPORTED" and “ANOTHER_AUTH_FOLLOWS” specified in RFC 4739), and probably similar 3GPP-specific Configuration or Notify payload needs to be defined to carry the PDN GW address during network attachment via S2b (as per the agreed text in Section 5.4.2.1 of TS 23.402).
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