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Abstract of the contribution: Discusses the currently agreed label characteristics in respect to the RAN-defined PBR and bearer priority.
1.  Introduction

This contribution aims to provide our view on the interpretation of label/QCI characteristics with respect to the prioritisation of non-GBR bearers, via scheduling in the eNodeB and especially with respect to the agreed starvation avoidance and PBR allocation by the eNodeB.  

2. Label/QCI Characteristics and eNodeB settings
The Label/QCI characteristics represent a set of standardized parameters that are used in order to define the forwarding treatment that is expected to apply by the eNodeB to the traffic corresponding to an EPS bearer. 
The Label/QCI characteristics would be used to assist the eNodeB manufacturers to define the internal set of scheduling algorithms, coding schemes, buffer policies etc that would need to be implemented in eNodeB and also their configuration parameters that would be set by the operator controlling the eNodeB. In other words the Label/QCI characteristics would need to provide all the necessary information to the eNodeB to define the low level settings that would define the forwarding treatment of the particular SDF(s) marked with a single Label/QCI value. Effectively the label/QCI characteristics are the only means to allow the eNodeB manufacturer and operator to differentiate between two EPS bearers. 
Conclusion: With the current SA2 agreements there is one-to-one mapping between QCI/Label characteristics and “internal” eNodeB settings i.e. scheduling parameters. 
3. Prioritisation and starvation avoidance in the eUTRAN
According to the current agreement in RAN2 [1], the eNodeB should assign a priority value and a prioritized bit rate (PBR) for each bearer. These parameters are required by the UE to perform the rate control and sharing of uplink resources between radio bearers.

For GBR bearers, the assignment of scheduling priority and PBR may be determined based on the values (Label( Label/QCI characteristics, GBR and MBR) signaled over S1-MME and in particular the GBR value. The UE manages the sharing of uplink resources between radio bearers taking into account the allocated priorities and PBR values.
For non-GBR bearers, the assignment of scheduling priorities and PBR can be determined solely by the label/QCI value and the corresponding label/QCI characteristics, since there is no GBR or MBR defined for non-GBR bearers. 
Conclusion: For the non-GBR bearers there is one-to-one mapping between the label value and PBR and bearer priority.

Nevertheless several non-GBR bearers may share the same label/QCI value carrying either traffic with same traffic characteristics- Service Data Flows (SDFs) (e.g. two non-GBR EPS bearers carrying HTTP traffic with potentially different importance, the reader can refer to the commonly stated scenario of the “fireman downloading maps in an event using HTTP vs. a man in the street just doing web-browsing” ). As no other information is available at the eNodeB to differentiate the bearers, both bearers receive the same packet forwarding treatment at the eNodeB. For uplink resource sharing, a PBR value should be assigned to each bearer in addition to the scheduling priority as it has been already agreed in RAN2. 
Therefore, if two bearers share the same label/QCI value, both bearers would be associated with the same scheduling priority and PBR unless there is an additional label/QCI characterictic defined to allow the eNodeB to differentiate between the two. This may not be acceptable in practical deployment scenarios since more granular differentiation for UL and DL scheduling may be necessary than the currently defined 5 labels/QCI values for non-GBR bearers. 

For example an operator may want to differentiate HTTP traffic for special users  to this going to the Internet or additionally different applications (i.e. SDFs) that are all using the same EPS bearer because their QoS requirements can be met with the same L2DB and L2PLR. 
Clearly, the current definition of label/QCI characteristics does not facilitate differential forwarding treatments (prioritization) for non-GBR bearers and it should be beneficial to be able to distinguish, at the scheduler level, various non-GBR flows having same delay & loss requirements. 
3. Conclusion and proposal
In order to address the above points, it is proposed to add a new parameter that can be either become a new “label/QCI characteristic” or signaled explicitly to the Label/QCI and provides priority information and potentially assist the eNodeB in the assignment of scheduling weights and UL PBR. 

This new characteristic would incorporate the additional dimension of “flow priority” without impacting the existing work and principles on the label/QCI concept

Given the above discussion, it is considered that this priority is going to assist in the differentiation of non-GBR bearers and is not utilized for GBR bearers.

Begin first change: Modify 23.401 section 4.7.3
4.7.3
Bearer level QoS parameters

Each EPS bearer (GBR and Non-GBR) is associated with the following bearer level QoS parameters:

-
Label.

-
Allocation and Retention Priority (ARP).
-
Priority
Editor’s Note: It is still FFS whether the priority parameter is going to be signalled implicitly (i.e. is going to become a new label/QCI characteristic) or explicitly (i.e. is going to become a new QoS parameter signalled outside the Label/QCI). Possible linkage with the Multimedia Priority Service (TS 22.153) may need to be considered.
A Label is a scalar that is used as a reference to access node-specific parameters that control bearer level packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.), and that have been pre-configured by the operator owning the access node (e.g. eNodeB). A one-to-one mapping of standardized Label values to standardized Label Characteristics (see clause 4.7.4) will be captured in a 3GPP specification. 

Editor's Note:
Need to add this to the "3GPP specification" and create formal reference.

NOTE 1:
On the radio interface and on S1, each PDU (e.g. RLC PDU or GTP-u PDU) is indirectly associated with one Label via the bearer identifier carried in the PDU header. The same applies to the S5 and S8 interfaces if they are based on GTP-u.

The primary purpose of ARP is to decide whether a bearer establishment / modification request can be accepted or needs to be rejected in case of resource limitations (typically available radio capacity in case of GBR bearers). In addition, the ARP can be used (e.g. by the eNodeB) to decide which bearer(s) to drop during exceptional resource limitations (e.g. at handover). Once successfully established, a bearer's ARP shall not have any impact on the bearer level packet forwarding treatment (e.g. scheduling and rate control). Such packet forwarding treatment should be solely determined by the other bearer level QoS parameters: Label, GBR, MBR, and AMBR.

NOTE 2:
The ARP should be understood as "Priority of Allocation and Retention"; not as "Allocation, Retention, and Priority". A more precise definition of ARP, e.g. the encoding of 'retention', is left FFS. 

Each GBR bearer is additionally associated with the following bearer level QoS parameters:

-
Guaranteed Bit Rate (GBR).

-
Maximum Bit Rate (MBR).

The GBR denotes the bit rate that can be expected to be provided by a GBR bearer. The MBR limits the bit rate that can be expected to be provided by a GBR bearer (e.g. excess traffic may get discarded by a rate shaping function). The MBR may be greater than or equal to GBR for a particular GBR bearer.

Editor's note:
Whether a Non-GBR bearer may also be associated with an MBR is FFS.

Editor's note:
Rate-adaptation schemes are FFS.

Each PDN connection (i.e. IP address) is associated with the following IP-CAN session level QoS parameter:

-
Aggregate Maximum Bit Rate (AMBR).

Multiple EPS bearers of the same PDN connection can share the same AMBR. That is, each of those EPS bearers could potentially utilize the entire AMBR, e.g. when the other EPS bearers do not carry any traffic. The AMBR limits the aggregate bit rate that can be expected to be provided by the EPS bearers sharing the AMBR (e.g. excess traffic may get discarded by a rate shaping function). AMBR applies to all Non-GBR bearers belonging to the same PDN connection. GBR bearers are outside the scope of AMBR. 

AMBR control should be done in the eNodeB for uplink traffic, and for the downlink traffic in the PDN GW.

All the AMBRs for different PDN accesses of a UE are transmitted to the MME from the HSS once the UE has attached to the network. The AMBR values for DL and UL that apply to a particular PDN connection are communicated to the PDN GW and eNodeB upon the establishment of the default EPS bearer to this PDN connection.

The GBR and MBR denote bit rates of traffic per bearer while AMBR denotes a bit rate of traffic per group of bearers. Each of those three bearer level QoS parameters has an uplink and a downlink component. On S1_MME the values of the GBR, MBR, and AMBR refer to the bit stream excluding the GTP-u header overhead on S1_U.
The Priority is used in order to indicate special treatment of EPS bearers that have the same label characteristics (i.e. L2DB and L2PLR). The Priority is applied by the eNB on a per-QCI basis (i.e. the Priority does not result in differences in scheduling across QCIs). For example two EPS bearers with the same L2DB can be allocated different scheduling weights and/or PBR values if they have different Priority values. The Priority is applicable only to the case of non-GBR EPS bearers. 
In addition to that the Priority does not make sense to be used for the “lowest priority” Label/QCI that is considered to be a dump class and always have the lowest prioritisation. 
Editor's note:
A more precise definition of GBR, MBR, and AMBR, e.g. whether those parameters only denote a bit rate or additionally also a token bucket size, is left FFS.

End of first change
Begin second change: Modify 23.401 section 4.7.4
4.7.4
Standardized Label Characteristics

A Label Characteristic describes the bearer level packet forwarding treatment that is expected from an access node (e.g. eNodeB). A standardized Label Characteristic comprises the following elements: 

1
Bearer Type (GBR or Non-GBR), 

2
L2 Packet Delay Budget, and 

3
L2 Packet Loss Rate.
A Label Characteristic is not signalled on any interface.

The Bearer Type determines if dedicated network resources related to a Guaranteed Bit Rate (GBR) value that is associated with an EPS bearer are permanently allocated (e.g. by an admission control function in the access node) at bearer establishment/modification (see clause 4.7.1). 

The L2 Packet Delay Budget (L2 PDB) denotes the time that a link layer SDU (e.g., an IP packet) may reside within the link layer between an access node and a UE. The link layer may include a queue management function. For a certain Label Characteristic the value of the L2 PDB is the same in uplink and downlink. The purpose of the L2 PDB is to support the configuration of link layer functions (e.g. HARQ target operating points). In addition to that the L2 PDB together with the Priority is used to determine the configuration of scheduling (e.g. the setting of scheduling priority weights and Prioritised BitRate (PBR)) in the eNodeB. Effectively the L2DB determines the “inter-QCI” scheduling prioritisation, whereas the Priority determines the “intra-QCI” prioritisation. 
NOTE:
For Non-GBR bearers, the L2 PDB denotes a "soft upper bound" in the sense that an "expired" link layer SDU, i.e. a link layer SDU that has exceeded the L2 PDB, does not need to be discarded (e.g. by RLC in E-UTRAN). The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds.

Sources running on a Non-GBR bearer should be prepared to experience congestion related packet drops and/or per packet delays that may exceed a given L2 PDB. This may for example occur during traffic load peaks or when the UE becomes coverage limited. See Annex B for details.

Sources running on a GBR bearer and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and that per packet delays will not exceed a given L2 PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system. The fraction of traffic sent on a GBR bearer at a rate greater than GBR may be treated like traffic on a Non-GBR bearer. 

Editor's note:The handling of codecs such as AMR on GBR bearers with MBR>GBR needs to be studied further.

The L2 Packet Loss Rate (L2 PLR) determines the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer ARQ protocol (e.g. RLC in E-UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E-UTRAN). Thus, the L2 PLR denotes a rate of non congestion related packet losses. The purpose of the L2 PLR is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in E UTRAN). For a certain Label Characteristic the value of the L2 PLR is the same in uplink and downlink.

End of first change
Begin third change: Modify 23.401 section 4.7.4
Annex B (Informative):
Standardized QCI / Label Characteristics – Rationale and Principles
Table B-1 Standardized QCI/Label Characteristics
	Name of

QCI Characteristic

(Note 1)
	L2 Packet Delay Budget
	L2 Packet Loss Rate
	Example Services

	1 (GBR)
	< 50 ms
	High (e.g.10-1)
	Realtime Gaming

	2 (GBR)
	50 ms (80 ms) (Note 2)
	Medium (e.g.10-2)
	VoIMS

	3 (GBR)
	250 ms
	Low (e.g.10-3)
	Streaming

	4 (non-GBR)
	Low (~50 ms)
	e.g. 10-6
	IMS signalling

	5 (non-GBR)
	Low (~50ms)
	e.g. 10-3
	Interactive Gaming

	6 (non-GBR)
	Medium(~250ms)
	e.g. 10-4
	TCP interactive

	7 (non-GBR)
	Medium(~250ms)
	e.g. 10-6
	Preferred TCP bulk data

	8 (non-GBR)
	High (~500ms)
	n.a.
	Best effort TCP bulk data


NOTE 1:
New values offered by E-UTRAN could justify the addition of new lines. This is FFS. 

NOTE 2:
In label 2, the L2 packet delay of 50ms applies for E-UTRAN, while for UTRAN 80 ms should be expected.


Editor's note:
Table B-1 is work in progress, the ultimate goal is to specify a table of Label Characteristics that is normative.
Editor’s Note: It is still FFS whether the priority parameter is going to be signalled implicitly (i.e. is going to become a new label/QCI characteristic) or explicitly (i.e. is going to become a new QoS parameter signaled outside the Label/QCI).
The following bullets capture design rationale and principles with respect to standardized Label Characteristics:

-
In general, congestion related packet drop rates and per packet delays can not be controlled precisely for Non GBR traffic. Both metrics are mainly determined by the current Non-GBR traffic load, the UE's current radio channel quality, and the configuration of user plane packet processing functions (e.g. scheduling, queue management, and rate shaping). That is the reason why sources running on a Non-GBR bearer should be prepared to experience congestion related packet drops and/or per packet delays that may exceed a given L2 PDB. The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds, and is relevant mainly for Non-GBR bearers. The discarding (dropping) of packets on GBR bearers should be considered to be an exception.

-
An operator would choose GBR bearers for services where the preferred user experience is "service blocking over service dropping", i.e. rather block a service request than risk degraded performance of an already admitted service request. This may be relevant in scenarios where it may not be possible to meet the demand for those services with the dimensioned capacity (e.g. on "new year's eve"). Whether a service is realized based on GBR bearers or Non GBR bearers is therefore an operator policy decision that to a large extent depends on expected traffic load vs. dimensioned capacity. Assuming sufficiently dimensioned capacity any service, both Real Time (RT) and Non Real Time (NRT), can be realized based only on Non-GBR bearers. 

-
Note that TCP's congestion control algorithm becomes increasingly sensitive to non congestion related packet losses (that occur in addition to congestion related packet drops) as the end-to-end bit rate increases. To fully utilise "EUTRA bit rates" TCP bulk data transfers will require an L2 PLR of less than 10-6.
-
“Priority” is used to differentiate classes of traffic that would have the same L2 PDB and L2 PLR.
End of third change
4. Reference

[1] 3GPP TS 36.300, v.1.0.0 (2007-03), “E-UTRA and E-UTRAN overall description, stage 2”
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