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1 Introduction and Background
The current TS 23.401 defines two different bearer types: Non-GBR bearers which are associated with the bit rate parameter AMBR, and GBR bearers which are associated with the bit rate parameters GBR and MBR. The MBR may be greater than or equal to GBR for a particular GBR bearer. 
Thus, for the actual bit rate R of …

· a Non-GBR bearer the following holds:
AMBR ( R ( 0

· a GBR bearer the following holds (in general and as long as the UE has sufficient radio coverage; exceptions, e.g. transient link outages, can always occur in a radio access system):
MBR ( R ( GBR.

Congestion on a bearer means that packets being transferred on the bearer need to be queued within a network node. Persistent congestion inevitably leads to packet dropping which is typically controlled by a queue management scheme. Congestion basically means that packets are sent by the source faster than the packets can be transferred on the bearer. Congestion can have multiple causes. For example uplink and/or downlink congestion detected at the eNB can be caused by one of the following reasons:
· UE moving towards the cell edge and thus becoming coverage limited 
· Radio level (RNL) congestion, e.g., increasing cell load or handover to a congested cell

· Transport network level (TNL) congestion (S1/X2)
Sources should be prepared to experience congestion related packet drops and/or per packet delays when mapped to a Non-GBR bearer or when mapped to a GBR bearer while sending at a rate greater than the bearer’s GBR (see TS 23.401 Section 4.6.3). If the source is a rate adaptive source such as TCP, AMR, or certain video services then the source is expected to reduce its send rate in response to such an implicit congestion signal.
However, relying only on packet drops as an implicit congestion signal may not be regarded to be acceptable for Real Time sources such voice and video. This is the reason why SA4 has so far considered GBR bearers with MBR > GBR not to be useful since no explicit information is available to the source about the actual bit rate that the GBR bearer – in particular the Radio Bearer – may provide. Therefore, GBR bearers (conversational and streaming in Rel-7) are in practice always configured to GBR = MBR. For the same reason Non-GBR bearers are often considered to be inappropriate for Real Time services provided by the 3GPP access operator. 
What is missing from the EPS specifications so far is a solution that allows rate adaptive sources – in particular Real Time sources – to utilize the “non-guaranteed” bit rate of an EPS bearer (Non-GBR bearer or GBR bearer with MBR > GBR) with no or at least a minimum risk of packet drops. The need for such a solution is also stated in the current TS 23.401 Section 4.6.2./4.6.3:
“Editor's note:
Rate-adaptation schemes are FFS.”

“Editor's note:
The handling of codecs such as AMR on GBR bearers with MBR>GBR needs to be studied further.”
This contribution outlines such a solution.
2 Discussion
2.1 Guidelines for the Use of GBR Bearers

The following guideline is proposed to avoid the need for GBR re-negotiations between the eNB and the EPC, e.g., when the UE moves towards the cell edge or at intra- / inter-RAT handover to a cell that can not sustain the EPS bearer’s GBR, and consequently to avoid the need to update the GBR signaled to the UE: 

If a GBR bearer is used then set the GBR to the lowest value that is acceptable (according to operator policy) for the corresponding service, e.g., lowest encoding rate, and set MBR ( GBR.
Thus, if an eNB can no longer sustain the GBR then the eNB should simply trigger a deactivation of the GBR bearer.
2.2 Introducing the Offered Bit Rate (OBR)
Ideally a rate adaptive RT source at the media / application layer could start sending at the highest possible bit rate. For this reason it is proposed that the bearer level QoS parameter Offered Bit Rate (OBR) is returned from the eNB (E-UTRAN) to the EPC at EPS bearer establishment / modification. The OBR is the eNB’s estimate of the bit rate that can be provided by the EPS bearer at the point in time when the bearer is established / modified. For GBR bearers: MBR ( OBR ( GBR; for Non-GBR bearers AMBR ( OBR ( 0.
For GBR bearers with MBR > GBR a simple implementation would be that the eNB either sets OBR = GBR or OBR = MBR.

The OBR should then be signaled to the UE on NAS level to be made available to the media / application layer.

The media / application layer can then derive from OBR the source’s initial send rate.

2.3 The Use of ECN to Trigger Rate Reduction at the Media Layer

Figure 1 depicts how the IP-based Explicit Congestion Notification (ECN) specified in RFC3168 is used in principle. Two bits in the IP header have been allocated by the IETF for the use with ECN. A source that is ECN capable can indicate this with one of two values ‘01’ or ‘10’. If the source is not ECN capable those 2 bits are set to ‘00’. 
A network node, e.g., the eNB, may then indicate congestion (e.g., cell-level congestion (RNL), UE becomes coverage limited, or during HO / IRAT preparation if the target cell is congested / less capable, or at congestion indication from TNL by remarking to ‘11’ the ECN bits in a packet’s IP header originating from an ECN capable source. The signal ‘11’ is referred to as ‘Congestion Experienced’ (CE).
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Figure 1:
Principle Use of ECN [RFC 3168]

In a network node ECN should then be implemented as an “early pre-warning” mechanism, i.e., first set CE in packets for a certain period of time at incipient congestion, and only start the dropping of packets on a bearer when congestion persists and/or increases. Thereby, the media / application layer should typically have sufficient reaction time, i.e., trigger a rate reduction before packets need to be dropped at the bottleneck.
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Figure 2:
Example: CE Marking by eNB in UL and/or DL at Congestion

Figure 2 depicts the use of ECN in the eNB with ECN enabled end-points. At an early congestion level, e.g., when packets of a certain bearer start to get queued, the eNB would set the CE flag in the corresponding IP header. The CE signal propagates to the receiving end-point and is made available to the media / application layer receiver. The receiver can then send an application layer rate reduction message to request a new send rate from the corresponding sender. For example, if the receiver is aware of the bearer’s GBR value then a “safe option” would be to request that the send rate is limited by that GBR.

Thus, ECN could be used as the basis for a rate reduction scheme that is agnostic to the underlying network technology, i.e., it is applicable to 3GPP access and Non-3GPP access systems, while the ECN marking algorithm implemented in a network node (e.g., eNB) is agnostic to the codec(s) used by an ECN capable source. As such ECN could be used with any audio and video codec and any transport layer protocol such as TCP and UDP.
2.4 An Alternative: “GBR Modify”

An alternative solution for GBR bearers would be to establish a GBR bearer with GBR = MBR set to highest possible rate ( ‘maximum media encoding rate’ and to have the media sender set the initial media encoding rate to GBR. At congestion the eNB would then trigger an eNB-initiated bearer modification ('GBR Modify'). That signal would then have to propagate across multiple open interfaces before it is forwarded to the media / application layer. Different variants of such a scheme are conceivable, e.g., with or without involving an AF.

Note that an eNB-initiated bearer modification ('GBR Modify') procedure has been specified since Rel-4, but it has so far not found wide deployment.
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Figure 3:
Hop-by-Hop “GBR Modify”

Below we list a number of drawbacks with a 'GBR Modify' solution when compared to the solution based on ECN:
· Lower RAN capacity since the scheme is based on GBR bearers with GBR = MBR

· Rather complex since it impacts and requires support on multiple open interfaces

· Access specific (EPS specific)
· Creates control plane overhead

· Not applicable to Non-GBR bearers

3 Summary and Conclusion
A rate adaptive media /application / transport layer source is expected to adapt its send rate, e.g., by dropping a media component and/or reducing codec rate, in response to implicit congestion signals such as packet drops and/or an increase of packet delays. This holds for Non Real Time services (e.g., based on TCP) and Real Time audio/video services (e.g., IMS-VoIP-AMR, or streaming video (PSS) offered at different qualities). 

However, relying only on packet drops as an implicit congestion signal to trigger rate reduction at the source may not be regarded to be acceptable for Real Time services since packet drops may greatly impact the user perceived quality of the Real Time service. 
On the other side rate adaptation – in particular the rate reduction component – has the potential to greatly improve service continuity, e.g., increased coverage, and reduced risk of service drop at intra- / inter-RAT handover; in particular for Real Time services with high demands for bit rates.
Therefore, we believe that the EPS should support a rate reduction scheme that avoids or at least minimizes the risk for packet drops. This would be beneficial in particular for Real Time services such as MTSI and would enable that such services can make use of “spare but non-guaranteed” capacity in the system, e.g., the regime between GBR and MBR on a GBR bearer with MBR>GBR. 
Any such rate reduction scheme will require explicit feedback from the EPS to the media / application / transport layer.

We propose that 3GPP adopts the IP-based Explicit Congestion Notification specified in RFC 3168 as the basis for the rate reduction scheme supported by the EPS. An ECN enabled Real Time service will be improved by adapting faster and typically without any packet drops. Compared with alternative solutions such as the ‘GBR Modify’ solution found in current 3GPP specs (see also Section ‎2.4), ECN has a number of advantages:
· No control plane overhead since ECN is based on user plane packet marking. 
· No impacts on any 3GPP reference points.
· Also works for Non-GBR bearers and Non Real Time sources such as TCP.

· Access agnostic, e.g., ECN may also be used in Non-3GPP access.
· Codec agnostic, e.g., ECN may also be used with any rate-adaptive codec (voice and video).
Thus, we believe that an ECN-based solution is the simplest and most efficient way to allow a rate adaptive Real Time service to control the trade-off between media quality and dynamic resource utilization.

Based on the discussion it is proposed that SA2 agrees to the text proposal provided in S2-075185, and to inform RAN2, RAN3, and SA4 about the SA2 agreement.
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