Page 1
Draft prETS 300 ???: Month YYYY


3GPP TSG-SA WG2 Meeting #60
S2-074124
08 – 12 October, 2007
Kobe, Japan


Source: 
Ericsson
Title:
Standardized QCIs
Document for:
Discussion, Decision

Agenda Item:
8.1
Work Item:
SAE/LTE
1 Introduction

This contribution proposes a refined meaning of the standardized QCIs (QoS Class Identifiers) and the characteristics standardized per QCI. It is proposed the characteristics apply edge-to-edge between the UE and the P-GW. In addition, it is proposed that ‘strict priority’ with two levels of strict priority is introduced as a new standardized characteristic for Non-GBR QCIs.
In addition this contribution addresses the LS answer R2-073853 from RAN2 to SA2/RAN3 on “QoS Characterization for LTE/EPS”.
2 Discussion
2.1 Refining the Meaning of QCIs
According to TS 23.203 each Service Data Flow (SDF) is associated with one and only one QoS Class Identifier (QCI). For the same IP-CAN session multiple SDFs with the same QCI and ARP can be treated as a single traffic aggregate which in this contribution is referred to as an SDF aggregate. One example of creating an SDF aggregate is to map the individual SDFs to the same bearer (e.g., the same S1/Radio Bearer in E-UTRAN).

With the understanding that a QCI and a Label are the same [S2-07xxxx], a QCI is a scalar that is used as a reference to node-specific parameters that control packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.), and that have been pre‑configured by the operator owning the node (e.g. eNodeB). To enable per packet forwarding treatment each packet of an SDF / SDF aggregate needs to be associated with the corresponding QCI. One example of associating a packet with a QCI is to mark each packet with a “bearer-id” (e.g., a GTP tunnel end-point identifier, or a label of a label-switched-path in MPLS) which in turn maps to the QCI.
In addition, it has been agreed that a one-to-one mapping of standardized QCI values to standardized characteristics will be captured in a 3GPP specification. The characteristics describe the packet forwarding treatment that an SDF / SDF aggregate receives edge-to-edge between two network nodes in terms of the following performance characteristics:

(1) Maximum packet delay (L2 Packet Delay Budget)
(2) Maximum non-congestion related packet loss rate (L2 Packet Loss Rate)
(3) Probability of congestion related packet drops (Bearer Type GBR or Non-GBR)
The characteristics specify target values to guide the pre-configuration of node-specific parameters for each QCI. The goal of standardizing a QCI with corresponding characteristics is to ensure that applications / services mapped to that QCI receive the same minimum level of QoS in multi-vendor network deployments and in case of roaming. A standardized QCI and corresponding characteristics should be independent of the UE’s current access (3GPP or Non-3GPP). The following sub-sections provide more details on those performance characteristics.
Proposal 1: 
We propose that the one-to-one mapping of standardized QCI values to standardized characteristics will ultimately be captured in a Rel-8 version of 23.203. Until then it should be captured in TS 23.401.
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Figure 1:
The scope of the characteristics standardized per QCI
According to the current TS 23.401 (v1.2.1), the characteristics per QCI describe the packet forwarding treatment that is expected from an access node (e.g. eNodeB). With this definition the characteristics only applies to the radio interface.

Proposal 2:
We propose that the scope of the characteristics standardized per QCI applies edge-to-edge between the UE and the P-GW. 

We believe that standardized characteristics per QCI that apply edge-to-edge between the UE and the P-GW instead of standardizing different characteristics for different sub-domains (e.g., characteristics for the radio interface, characteristics for S1, characteristics for S5, and characteristics for S8) will simplify network operation while reducing the risk of inconsistent network configuration.
2.2 Defining QCI Characteristics
2.2.1 Application / Service Level Requirements: Delay and Loss
	Example Services
	L2 Packet
Delay Budget
	L2 Packet
Loss Rate

	Conversational Voice 
	< 100 ms
	< 10-2

	Conversational Video 
	< 150 ms
	< 10-4

	TCP-based or Non-Conversational Voice and Video
	< 300 ms
	< 10-6

	RT Gaming
	< 50 ms
	< 10-6


Table 1:
Application / Service Level Requirements for Delay and Loss
The characteristics L2 Packet Delay Budget (L2 PDB) and L2 Packet Loss Rate (L2 PLR) defined in TS 23.401 can be derived solely from application / service level requirements as shown in Table 1.

Proposal 3:
We propose that the L2 PDB and the L2 PLR are solely derived from application / service level requirements, i.e., those characteristics should be regarded as being access agnostic, independent from the roaming scenario (roaming or non-roaming), and independent from operator policies. Table 1 captures the information that should be verified by SA4.
The one-way delay that a packet experiences between a P-GW and a radio base station (e.g., eNB) may differ between the non-roaming scenario (~ 5 – 20 ms) and the roaming scenario (~ 10 – 50 ms); in particular for roaming with home routed traffic. For example, the one-way packet delay between Europe and the US (west coast) is about 50 ms. However, note that even within a PLMN the effective packet delay between a certain P‑GW and a certain radio base station depends on the actual network deployment.
A scheduler in a radio base station (e.g., the UL and DL scheduler in the eNB in case of E-UTRAN or UTRAN/HSPA) may need to know which fraction of the L2 PDB specified for a particular QCI applies to the radio interface. However, a radio base station typically does not know whether a UE is roaming (HR or LBO) or not. 
One approach would be to specify two sets of QCIs with corresponding characteristics: “non‑roaming QCIs” and “roaming QCIs”. With that approach a radio base station could be configured to subtract different delay offsets from the L2 PDB specified for a particular QCI to derive the delay budget that applies to the radio interface. For example: “subtract 10 ms for non‑roaming QCIs” / “subtract 40 ms for roaming QCIs”. However, we believe that potential performance gains that may be achieved if such finer granularity of information was available at a radio base station are negligible. 
In this context it is important to highlight that the L2 PDB defines an upper bound. Actual packet delays – in particular for GBR traffic – should typically be lower than the L2 PDB specified for a QCI as long as the UE has sufficient radio channel quality.

We therefore propose that the mentioned delay offsets are left for local configuration in a radio base station. For example, a fixed delay offset of ~ 30 ms to be applied independent of the roaming scenario would be a reasonable configuration.
Proposal 4:
We propose that the delay offset that may subtracted from a given L2 PDB to derive the delay budget that applies to the radio interface is left for local configuration in a radio base station.

2.2.2 Operator Policy Decision: Bearer Type and Strict Priority
As stated in TS 23.401 the choice of the bearer type (GBR and Non-GBR) per QCI is an operator policy decision. An operator would choose a GBR QCI for a service where the preferred user experience is "service blocking over service dropping", i.e. rather block a service request than risk degraded performance of an already admitted service request. This may be relevant in scenarios where it may not be possible to meet the demand for those services with the dimensioned capacity (e.g. on "new year's eve" or “half time in a soccer stadium”).
A limitation of the characteristics per QCI as currently captured in TS 23.401 v121 is that they do not permit the assignment of different strict priorities for the packet forwarding treatment of different Non-GBR SDFs / SDF aggregates. Recall that a bearer’s ARP shall not have any impact on the packet forwarding treatment (see Section 4.6.2 in TS 23.401).
For example, consider the scenario discussed in previous SA2 meetings where a fire worker on duty requests the download of the “map of the scene”. The fire worker’s default bearer that was established earlier when the UE attached to the network would typically be associated with a QCI that is appropriate for TCP‑based traffic. Also the default bearer of non-privileged subscribers may often be associated with a QCI that is appropriate for TCP‑based traffic. Still, operator policy may require that the fire worker’s download gets strict priority (limited by the applicable AMBR) over traffic from non‑privileged subscribers.
[image: image2.emf]Time

Aggregate Cell Capacity

GBR

Admission

Threshold

(as a function of all radio resources and all active users' location)

Non-GBR

Capacity

(variable)

GBR 

Capacity

(fixed)

Served

Traffic

Non-GBR Traffic (Strict Priority 1)

Non-GBR Traffic (Strict Priority 2)

GBR Traffic

Time

Aggregate Cell Capacity

GBR

Admission

Threshold

(as a function of all radio resources and all active users' location)

Non-GBR

Capacity

(variable)

GBR 

Capacity

(fixed)

Served

Traffic

Non-GBR Traffic (Strict Priority 1)

Non-GBR Traffic (Strict Priority 2)

GBR Traffic


Figure 2:
Example: Division of Transmission Capacity between GBR Traffic and Non-GBR Strict Priority 1 and 2 Traffic
To solve this limitation we propose to introduce ‘strict priority’ with two levels of strict priority as a new standardized characteristic for Non-GBR QCIs. Strict priority 1 should be reserved for privileged Non-GBR traffic as determined by operator policy. Privileged traffic may be associated with emergency scenarios (non-privileged subscriber in an emergency situation requesting a service that is mapped to a Non-GBR QCI), privileged subscribers (e.g., president, ministers, fire brigade, police, etc.), or “first class” subscriptions. Figure 2 exemplifies how aggregate cell capacity can be divided between GBR traffic and Non-GBR strict priority 1 and 2 traffic. 

The strict priority should apply to the Non-GBR traffic of the same UE, and to the Non-GBR traffic from different UEs. When a UE gets resources assigned (e.g., by the UL and/or DL scheduler in E-UTRAN or UTRAN/HSPA) then the resources available for Non-GBR traffic should be utilized in strict priority. Likewise, if a scheduler needs to choose between two UEs A and B that both only have Non-GBR traffic queued, but higher strict priority Non-GBR traffic is queued for UE A then UE A should be scheduled first.

Proposal 5:
We propose that ‘strict priority’ with two levels of strict priority is introduced as a new standardized characteristic for Non-GBR QCIs. Strict priority 1 should be reserved for privileged Non-GBR traffic as determined by operator policy. The strict priority should apply to the Non-GBR traffic of the same UE, and to the Non-GBR traffic from different UEs. 
The strict priority does not apply to GBR QCIs since for GBR traffic the expected packet forwarding treatment is already sufficiently specified in TS 23.401: “Sources running on a GBR bearer and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and that per packet delays will not exceed a given L2 PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system.” Orthogonal to that the ARP may be used to realize privileged treatment of GBR SDFs / SDF aggregates as already specified in TS 23.401: “In addition, the ARP can be used (e.g. by the eNodeB) to decide which bearer(s) to drop during exceptional resource limitations (e.g. at handover).” 
Proposal 6:
We propose that the expected packet forwarding treatment of the fraction of traffic sent on a GBR QCI at a rate greater than GBR is not further specified in 3GPP. 
It is important to note that it is up to an operator’s capacity dimensioning and configuration (e.g., setting of a “GBR admission threshold”) and the operator’s policy (e.g., which SDFs / SDF aggregates get assigned strict priority 1 Non-GBR QCIs) to ensure that sufficient capacity remains available for Non‑GBR traffic of both strict priorities.
3 Conclusion
In summary we propose that SA2 agrees to the following principles:
1. We propose that the one-to-one mapping of standardized QCI values to standardized characteristics will ultimately be captured in a Rel-8 version of 23.203. Until then it should be captured in TS 23.401.
2. We propose that the scope of the characteristics standardized per QCI applies edge-to-edge between the UE and the P-GW.
3. We propose that the L2 PDB and the L2 PLR are solely derived from application / service level requirements, i.e., those characteristics should be regarded as being access agnostic, independent from the roaming scenario (roaming or non-roaming), and independent from operator policies. Table 1 captures the information that should be verified by SA4.
4. We propose that the delay offset that may subtracted from a given L2 PDB to derive the delay budget that applies to the radio interface is left for local configuration in a radio base station.
5. We propose that ‘strict priority’ with two levels of strict priority is introduced as a new standardized characteristic for Non-GBR QCIs. Strict priority 1 should be reserved for privileged Non-GBR traffic as determined by operator policy. The strict priority should apply to the Non-GBR traffic of the same UE, and to the Non-GBR traffic from different UEs.
6. We propose that the expected packet forwarding treatment of the fraction of traffic sent on a GBR QCI at a rate greater than GBR is not further specified in 3GPP.
Ericsson is happy to capture agreed principles in a corresponding draft text proposal.
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