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This contribution explains the motivations for supporting simultaneous access to multiple PDNs through the S2c reference point and proposes some principles for the inclusion of that feature in the Evolved Packet System.
1. Introduction

As captured in section 4.1 of TS 23.401, simultaneous exchange of IP traffic with multiple Packet Data Networks (PDNs) shall be supported in the Evolved Packet System (EPS), when the network policies and user subscription allow it.

In order for the operator to deliver a homogeneous user experience to the customers, that feature shall be available in both 3GPP and non-3GPP accesses. Having that mind, this paper investigates the usage of the S2c reference point (i.e. Dual-Stack Mobile IPv6) as a possible way to grant multiple PDN access to UEs moving across non-3GPP access systems.
The same solution could be used also to deliver multiple PDN connectivity inside 3GPP access systems, like E-UTRAN (e.g. in case the 3GPP access visited by the UE is not configured as the home link for DSMIPv6). Nonetheless, this operational scenario will not be further detailed in the reminder of this document, that, for the sake of simplicity, focuses on non-3GPP accesses only.
2. Discussion

Dual-Stack Mobile IPv6, as supported over the S2c reference point, in one of the solutions foreseen in the EPS to enable mobility between 3GPP and non-3GPP accesses. As documented in TR 23.882, since DSMIPv6 involves the establishment of a tunnel between the UE and the assigned PDN GW, that acts as MIPv6 Home Agent (HA), it can be used also as a VPN-like solution, to allow the UE to access private or public networks connected to the PDN GW (public Internet, protected domains hosting operator’s IP services, one or more private corporates, etc.).

The resulting architecture is depicted in Figure 1. As it is possible to note, each of the PDN GWs deployed within the EPS can be connected (e.g. by means of a point-to-point logical or physical link) to one or more PDNs. The DSMIPv6 tunnel between the UE and the assigned PDN GW can be conveyed over a plain IP transport or within the IPsec tunnel between the UE and the ePDG, in case the operator mandates the usage of the ePDG to access the EPS and the related services.
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Figure 1 – Architecture for multiple PDN access through the S2c reference point
Based on the reference architecture in Figure 1, exploiting Dual-Stack Mobile IPv6 for multiple PDN access involves the following steps:

· the UE establishes IP connectivity with the EPS. To that purpose the UE may need to authenticate to access the non-3GPP network. Moreover, depending on operator’s policies and on the type of non-3GPP access, the UE may be required to establish an IPsec tunnel with the ePDG, which involves an additional authentication phase performed through EAP over IKEv2; 

· the PDN GW selection takes place. This procedure has to be performed in such a way to guarantee that the designated PDN GW is connected to the PDN requested by the UE. Therefore other selection criteria, like the need to achieve performance optimization and/or load sharing, should be assigned lower priority. A possible way to fulfil this requirement is that the UE discovers a suitable PDN GW in the EPS via DNS, using an FQDN built concatenating the identity of the desired PDN (e.g. a string similar to an APN) with the home operator’s realm; this can be achieved e.g. by having the DNS return one or more IP addresses of PDN GWs supporting access to the specific PDN requested by the UE. An alternative to PDN GW discovery via DNS is that the address of the designated PDN GW is piggybacked by the AAA/HSS in the authentication procedure for network access, and then the UE retrieves it using DHCP, as described in [1];
· the UE bootstraps the DSMIPv6 protocol with the designated PDN GW, that includes the establishment of a security association to protect MIPv6 signalling, an interaction with the AAA/HSS (e.g. to make sure the UE is authorized for PDN access) as well as the assignment of a suitable home address to the UE. The PDN GW picks the home address from the address space of the requested PDN. In case it is connected to multiple PDNs, the PDN GW cannot perform address allocation unless it knows the exact identity of the PDN requested by the UE. A possible workaround is that, in case a PDN GW supports multiple PDNs, the operator assigns multiple IP addresses to each of the deployed PDN GWs: for any PDN supported by the PDN GW a different IP address is assigned to the PDN GW. This is like saying that each PDN is associated to a single “virtual” PDN GW. As described above, the correct IP address can be discovered by the UE via DNS based on the identifier (e.g. FQDN) of the desired PDN. The PDN GW identifies the PDN requested by the UE based on the IP address used by the UE to perform the bootstrap with the PDN GW;
· once the UE has received a valid home address and the DSMIPv6 tunnel is established, it can begin to exchange data, with the PDN GW performing traffic routing with the designated PDN, similarly to a VPN concentrator.

An additional requirement for PDN access through the S2c reference point is that there must be a solution in place to guarantee the privacy of data exchanged on the path between UE and PDN GW. This can be achieved directly within the DSMIPv6 tunnel if IPsec is used to secure DSMIPv6 signalling. Other two options are available, depending on the network configuration and the functionality supported by the visited non-3GPP access:
· the home operator knows the visited non-3GPP access employs adequate measures to protect data exchanged over the air, either because it is a fully controlled local non-3GPP access or because it is owned by a trusted third party, interconnected to the EPS through a secure backbone. In this case ciphering of data exchanged through the DSMIPv6 tunnel may not be needed at all, since privacy is guaranteed at a lower layer;
· the home operator requests the UE to use the ePDG to get into the EPS. In this case the security of data exchanged with the EPS is guaranteed by the IPsec tunnel the UE establishes with the ePDG.
This analysis demonstrates that the usage of the S2c reference point for multiple PDN access is feasible and is a possible approach to fulfil the operator’s requirement of allowing the UE to reach the subscribed PDNs from non-3GPP accesses connected to the EPS.
As the UE may connect to multiple PDN GWs via multiple DSMIPv6 tunnels, simultaneous access to multiple PDNs through the S2c reference point is also possible.
Connectivity to multiple PDNs when the UE is attached to a 3GPP access system may be achieved by other means, exploiting the S1 and S5/S8 reference points. In order for the customer to enjoy a uniform user experience when moving between 3GPP and non-3GPP accesses, it is necessary that the UE stays anchored with the same PDN GW across mobility events. Therefore, if the UE attaches to a 3GPP access and moves to a non-3GPP access afterwards, the PDN GW selection procedure as described above should be replaced by the retrieval of the already assigned PDN GW address from the AAA/HSS. How this is done and how the address is delivered to the UE, that needs it for DSMIPv6 bootstrapping, is not further investigated in this document, since it is a general issue to be solved for using the S2c reference point for 3GPP-non-3GPP mobility and has little to do with multiple PDN access.
Note: 
access to multiple PDNs through the S2a and S2b reference points has not been discussed at all and is left FFS. This may be the subject of future contributions.

3. Proposal
Based on the previous discussion, it is proposed to include in section 4.5.2 of TS 23.402 a new requirement on the S2c reference point:

S2c shall allow access to multiple PDNs. The UE shall be able to simultaneously connect to different packet data networks through S2c interface. It shall be possible for the UE to establish connectivity to an additional PDN once connectivity to a PDN with S2c has already been established.

Annex A implements this change in TS 23.402.
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Annex A

<<< BEGIN OF CHANGE TO 23.402 >>>

4.5.2 
Reference Point Requirements

4.5.2.2
S2 reference point requirements
The S2 reference point shall fulfil the following requirements:

-
S2c shall allow access to multiple PDNs. The UE shall be able to simultaneously connect to different packet data networks through S2c interface. It shall be possible for the UE to establish connectivity to an additional PDN once connectivity to a PDN with S2c has already been established.
<<< END OF CHANGE TO 23.402 >>>
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