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1.
INTRODUCTION

There is no consensus on the MBMS Control Plane Architecture yet. The current agreed architecture is depicted below. The MBMS Gateways consist of a control plane and a user plane part. The control plane part receives the MBMS session control commands for one MBMS Bearer from the eBM-SC and must forward it (optimally only) all nodes which serve the described MBMS Service Area. The MBMS Service Area description is contained in the body of the MBMS session control commands. Due to the flat architecture of SAE, the MBMS CP must potentially replicate the MBMS CP commands for a huge amount of eNBs.

[image: image1]
Figure 1: MBMS Architecture for 3GPP Access
2.
Discussion of difference control plane architectures
There are two different transmission modes developed in RAN: The Multi-Cell transmission mode uses Single Frequency Network (MBSFN) concepts for radio efficient distribution of MBMS data. The Single Cell Transmission Mode may be used for in-homogeneously distributed MBMS user groups. The Single Cell transmission mode offers Point-to-Multipoint (PTM) transmissions and also PTM-with-Feedback, in case of low UE densities per cell. 

The Single Cell transmission mode is comparable to the Release 6 “Broadcast with Counting” mode (aka Enhanced Broadcast). The RAN selects the radio transmission modes based on the actual number of interested UEs per cell. If there is no interested UE in the cell, the UTRAN only sends MCCH information for the MBMS Bearer. In case of E-UTRAN, the single-cell transmission mode uses PTM-with feedback to adapt the used transmission resources to the radio situation.

MBSFN offers more spectral-efficient distribution of data since several transmitters send synchronously the same content and the UEs can combine several transmission paths. However, MBSFN is only radio efficient, if the user group is almost homogeneously distributed.  

Thus, it is rather likely, that the different LTE transmission modes are combined for service offerings. For instance, MBSFN transmission may be used in dense-urban areas and the single cell transmission mode more in sub-urban areas. Consequently, the MBMS Control Plane should efficiently support Single Cell and Multi Cell (ie. MBSFN) Transmission control. Further, an SAE network might include MBMS capable UTRAN and/or GERAN. The eMBMS control plane should support session control for UTRAN and GERAN as well.
The MBMS Control Plane could optionally allow for step-wise deployments supporting static-only MBSFN configurations (e.g. MBSFN is statically configured via O&M) in a first step and dynamic MBSFNs in a later step.
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Figure 2: Alternative 1: MCE is always present (No User Plane Depicted)
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Figure 3: only present in case of Dynamic SFN
(No User Plane Depicted)
In the following, we discuss the pros and cons of two control plane architecture.  

2.1 Alternative 1: MCE is always present in the control plane
The MBMS-CP GW communicates only with MCEs in this alternative. There may be several MCEs in the system, which serve different geographical areas. The MCE might be a “low complex MCE” for static-MBSFN configurations. The MCE functionality might be collocated with an eNB node to reduce the number of nodes in the network.

The advantage of this alternative is that the MBMS control plane is the same for all the different scenarios (single cell and [static | dynamic] multi-cell transmission scenarios). A “low-complexity” MCE would allow support static MBSFN deployments and offer the opportunity for full MBSFN support without major network changes. 

Another advantage of this alternative is that the scalability issues of the unicast control plane are solved. If the MCE re-uses S1-C principles, it could be co-located with another node. No additional node would be introduced into the architecture. Further the existing signaling protocol (i.e. S1-C) can be re-used. The MCEs serve as “replication points” for the MBMS control plane and off-loads the MBMS-GW. Since the S1-C interface is anyhow highly optimized to server large number of S1-C connections, the MBMS Control Plane can benefit from this design. Thus, the development of a new, MBMS specific control plane on-top-of IP Multicast is not necessary.
Disadvantage of the scenario is clearly the presence of the MCE functionality. Even if it is only responsible for “control plane message replication and routing” in case of static-MBSFN and single cell offerings (thus a low complexity function), it must be present in the system. 

2.2
Alternative 2: active MCE only for dynamic MBSFNs in the control plane
An active MCE (one or more) in the control plane is only needed for dynamic MBSFN offerings and for dynamic switching between Single-Cell and Multi-Cell (not depicted) of MBMS service areas. The MCE functionality could be realized via O&M in case of static MBSFNs. The eBM-SC provides the session control commands for the MBMS Bearer to the MBMS-GW. The MBMS-GW determines from the session control command, how to forwards the session control. The MBMS GW can forward the session control command either to the MCE or directly to the eNBs (single cell or static-MBSFN).
A clear advantage is that an active MCE function in the control plane is only needed for dynamic MBSFNs. In case of a static MBSFN deployment, the MCE functionality is not present in the control plane (but e.g. realized via O&M). 
However, the clear disadvantage of this alternative is the very different control plane usage requirements. The MBMS CP Gateway must replicate and forward the MBMS session control commands to potentially a huge amount of eNBs (for Single-Cell and static MBSFNs), but only to a moderate number of MCEs (for dynamic MBSFNs). The eNBs on the other end might need to provide different control plane handling schemes for static-MBSFN / single cell and for the dynamic MBSFN. Thus, S1 principles of message handling and message transport (i.e. SCTP) cannot be re-used. 
In order to allow the MBMS CP GW to address a potentially huge number of eNBs an IP Multicast based Control Plane might be considered. But an IP Multicast based CP also introduces additional complexity which are (at least):

· Handling of Control Plane Acknowledges: All nodes (in today’s architecture) acknowledge the reception of an MBMS Session Control message in the existing architecture. If this is still preferred, then Ack-Aggregation functions must be introduced to handle the massive, simultaneous feedback. If the Acks are not regarded as important, new reliability schemes must be developed and agreed to offer a reliable control plane transport. 

· MBMS Service Area and network flooding: A list of “Downstream Nodes” is provided by the BM-SC to the GGSN in case of Release 6 MBMS. The GGSN forwards the Session Start only to those SGSNs, which are in the list. In case of an IP Multicast based Control Plane, all eNBs receive all session control messages and must first determine the relevance (i.e. eNB is listed in the MBMS Service Area). Further, since all session control messages for all MBMS bearer must be sent to all eNBs, the transport network might get flooded with session control messages.
· Security and Source Authentication: Any node may send IP Multicast packets (thus Session Control messages) to the any multicast group, thus also the Multicast control plane. Although the transport network is separated (and protected) by the MBMS GW from the service network and any external network, there might be a need to authenticate the sender (i.e. MBMS-GW). 

There is no real “show-stopper” in the above listed issues, but there are several ways to realize the desired behavior of such a new, MBMS specific control protocol. The new protocol will be rather different to S1-C interface and must of course be implemented and tested. It might be simpler to use a simple, “forwarding-only” MCE function in the MBMS Control plane and to re-use the existing PTP control plane than to develop and deploy a completely new control plane protocol. 
2.3
Conclusion
There shall be only one control plane architecture for single- and multi-cell transmission modes. The control plane shall also be used to control Release 8 UTRAN and GERAN access networks.

The eNBs shall only implement one MBMS control plane interface. Optionally the eNB should differ between MCE or MBMS-CP-GW session control messages. The MBMS GW shall not need to differentiate between MCE operation or not.

The MBMS architecture should allow for deployment simplifications. 

The control plane part of the MBMS gateway communicates only with MCE functions. The MCE is a RAN function, which controls the radio resource allocation. An active MCE function is always present in the communication path between the MBMS gateway and the eNBs. In case of “single-cell only” deployments, the MCE becomes a rather simple function, which can even be co-located with an eNB. This corresponds to alternative 1. 

The MBMS GW replicates the control plane messages for one or more MCE functions. 

To keep the complexity of eNBs for MBMS Control Plane handling limited, it is proposed to have always an MCE function actively involved in the MBMS control plane. In single cell only networks, the MCE may only replicate and relay the control plane messages to eNBs. The communication between MCE and eNB is based on S1 principle. The MCE function may also be co-located with dedicated eNBs. This is mostly to avoid the complexity to a second control plane protocols stack in the eNB. 

3. Proposal
First change

4.2.3
MBMS architecture

[image: image4]
Figure 4.2.3-1. MBMS Architecture for 3GPP Accesses

Editor's Note: The M1-C interface is terminated by the MCE 
Editor's Note: It is FFS if the CP and UP functions of the MBMS entity are separated and connected with a reference point in between or if it is one entity handling both MBMS CP and UP functions.

NOTE:
The eBM-SC uses both MBMS Bearers (over SGmb/SGi-mb) and EPS Bearers (over SGi)
End of changes
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