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1. Abstract
EMBMS has been decided on its main architecture and IP multicast mechanism for bearer establishment. But related procedure has not been defined.
2. Discussion
From the eNodeB to the MBMS UP entity, the path should be established based on IP multicast, and how to establish the bearer may have many ways.

(1) statistic configuration of IP multicast on the path of MBMS data ;

(2) Join request initiated by the eNodeB by using the service IP multicast address;  
(3) Join request initiated by the eNodeB by using a new IP multicast address allocated by the MBMS UP;

(4) Join request initiated by the eNodeB by using a new IP multicast address allocated by the eBM-SC.
(5) ……

The statistic configuration is a method easily to understand but difficultly to operate, especially when the MBMS services increase in the number.
Using the service IP multicast address to request to join the multicast group by the eNodeB is also an easier method, but the MBMS UP entity need guarantee to be in the path as a RP (Rendezvous Point), and too many MBMS session would make trouble to the entities in the path, because the entities need to join too many multicast groups.
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Using a new IP multicast address allocated by the UP entity is a feasible method. The new IP multicast address is used for the eNodeB to request to join a multicast group to establish the MBMS bearer to the UP entity, so we may call the new IP multicast address as the path multicast address, and call the current IP multicast address for the MBMS service as service multicast address. The path multicast address allows the UP entity to decide how many bearers can be established and which service data may use the same bearer, as the following figure. But the drawbacks of this method are those the UP entity needs to send the new IP multicast address to the EUTRAN (i.e. eNodeB), and to encapsulate the service data into the MBMS bearer, and also the eNodeB would de-capsulate the data.
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If the new IP multicast address is allocated by the eBM-SC, the path means between the eNodeB and the eBM-SC. The MBMS UP entity need to be guaranteed in the path, and the service would be transparent to the UP entity. In such case, how to add the time stamp to the service data is a problem.
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According to the above introduction, we prefer the third method because of the following reasons:
(1) the UP entity needs to filtrate the data for charging, data synchronizing, and QoS policy reason(if the QoS policy would enforce in the UP). So, the UP should be a node which is then start or end of the multicast path.

(2) The MBMS bearer needs not to be established by every MBMS session(or service). Many sessions (who have the same SAI, or QoS property) may share the same bearer.

(3) Others….

The problems produced by the method are list and resolved as the following ways:
(1) How to send the new IP multicast address to the eNodeB?

Answer: by the MBMS Session Start Request message.

(2) How to decide to allocate a new IP multicast address?
Answer: by the operator’s policy, e.g. services with same SAI use the same path multicast address.
(3) How to distribute the MBMS extend broadcast service data to appropriate user by the eNodeB?
Answer: the eNodeB would record the path/service multicast address and session ID while receiving the MBMS Session Start Request message. When received service data, the eNodeB decapsulates packets with the path multicast address, and check the service address and session ID to find the requesting user.
(4) How to establish the path between the UP entity and the eBM-SC
Answer: may be by the directly uni-cast or by multicast too. Depend on the operator’s policy. If use multicast, same method as the above list can be used. We suggest it as FFS.
3. Proposals

=========================Start of the first change========================
3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

MME Pool Area: An MME Pool Area is defined as an area within which a UE may be served without need to change the serving MME. An MME Pool Area is served by one or more MMEs ("pool of MMEs") in parallel. MME Pool Areas are a collection of complete Tracking Areas. MME Pool Areas may overlap each other.

UPE Pool Area: A UPE Pool Area is defined as an area within which a UE may be served without need to change the serving UPE. A UPE Pool Area is served by one or more UPEs ("pool of UPEs") in parallel. UPE Pool Areas are a collection of complete Tracking Areas. UPE Pool Areas may overlap each other.

Editor's Note:
The need for a definition for UPE Pool Area requires review given the absence of the UPE in the architecture.

Path multicast address: IP multicast address for MBMS bearer. The eNodeB shall use the address to join the multicast group.
Service multicast address: IP multicast address for the MBMS service.
=========================End of the first change========================

=========================Start of the second change========================

4.4.7
MBMS 

Editor’s Note: It is FFS how these functions are allocated to functional entity/entities.

4.4.7.1
MBMS CP function

One or more MBMS CP function entities are used in a PLMN to be charge of receiving and transferring the session control related messages between the eBM-SC and E-UTRAN. While receiving the MBMS Session Start Request message from eBM-SC, the MBMS CP entity would transfer it to the E-UTRAN with a new additional IP multicast address parameters for establishing MBMS bearer.

MBMS CP functions include:

· Session control of MBMS bearers to the E-UTRAN access
· Getting a new additional IP multicast address (i.e. path multicast address) parameter from UP and transfer it to the E-UTRAN within session control message.
NOTE:
When a UE leaves or enters MBMS bearer coverage, the service continuity is handled by the Service Layer (in UE and network).

4.4.7.2
MBMS UP function

One or more MBMS UP function entities are used in a PLMN.

MBMS UP functions include:

-
It provides an interface for entities using MBMS bearers through the SGi-mb (user plane) reference point

-
IP multicast distribution to eNodeBs (M1-U reference point)

-
Allocation of IP multicast address for the MBMS bearer between eNodeBs and the MBMS UP entity
-
Content synchronization for MBSFN (MBMS over Single Frequency Networks)

NOTE:
In case of mobility in or out from an MBMS service area, the service continuity is handled by the Service Layer (in UE and network).

4.4.7.3
eBM-SC
The eBM-SC is a functional entity which provides the functions on MBMS service layer. It may serve as an entry point for content provider MBMS transmissions, used to authorise and initiate MBMS bearers within the PLMN and can be used to schedule and deliver MBMS transmissions. The eBM-SC is further described in 3GPP TS 26.346 [13].

=========================End of the second change========================

=========================Start of the third change========================

5.8
MBMS
MBMS is a point-to-multipoint service in which data is transmitted from a single source entity to multiple recipients. Transmitting the same data to multiple recipients allows network resources to be shared.

The Evolved MBMS supports two modes, MBMS Broadcast Mode and MBMS Enhanced Broadcast Mode. 
5.8.1 MBMS Session Start signalling in the control plane

MBMS Session start messages in EMBMS are used for notifying the user plane entities, including E-UTRAN entities, to allocate enough resource and IP multicast parameters for MBMS bearer. 

Notes: basic MBME Session start message parameters and mechanism should following that in GPRS in Release7. Additional parameters would be set in the message by the MBMS UP entity for activate MBMS bearer.
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1. eBM-SC sends the Session Start Request message to MBMS GW (i.e. CP) via SG-mb interface.
2. MBMS GW returns a Session Start Response after receiving the message.

3. According to the operator’s policy, MBMS GW (i.e. UP) decides whether to allocate path multicast address, or use an existing one.
4. The MBMS GW sends Session Start Request message to E-UTRAN with the path multicast address.

5. E-UTRAN nodes record the information of multicast address and session ID from the message, and return a response.
Notes: 1.the Session Start Request and Response message would re-use the message in MBMS in Rel-7, except the path multicast address as an additional parameter.
5.8.2 MBMS bearer establishment between eNodeB and MBMS UP entity
MBMS bearer between the eNodeBs and MBMS UP entity is based on IP multicast, and established by the eNodeB initiating a JOIN( IPv4) or MLD (IPv6) Request with an IP multicast address gotten from the MBMS UP entity through the MBMS Session Start Request message.

Note: MBMS bearer establishment between the MBMS UP entities and eBM-SC is FFS.
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1. After receiving a Session start Request message, if hasn’t join the multicast group with the path multicast address, the E-UTRAN (i.e. eNodeB) initiates a Join or MLD Request with the path multicast address based on the multicast protocols.
2. The eBM-SC begins to transfer MBMS session data encapsulated with the service multicast address. The data would pass by the MBMS UP. The MBMS UP encapsulates the data with the path multicast address, and transfers them again. The eNodeB de-capsulates the data with the path and the service multicast address and transfers them to the appropriate UE according to the session ID.
=========================End of the third change========================
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