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Abstract of the contribution: The paper proposes to simplify the RAN by avoiding Serving GW only relocation as part of the S1 based handover over LTE, and suggests another approach by using a simple extension of the X2 based handover for this purpose.  
Introduction

In the typical handover case, the UE moves from the source eNodeB to the target eNodeB while the MME and Serving GW are unchanged using the X2 based handover mechanism that is currently specified in 36.300 section 10.1.2 (Mobility management in LTE_ACTIVE). When the UE moves from one pool area to another, the MME and/or the Serving GW may be relocated, and for this purpose the S1-based Inter eNodeB handover with CN node relocation procedure can be used according to the current specification 23.401 section 5.5.1. 
One outstanding question is how to trigger the S1-based procedure in the source eNodeB. If the X2 reference point is not available to the target eNodeB then the S1-based procedure must be triggered; however even if X2 is available the MME and/or Serving GW may need to be relocated, and for that the source eNodeB needs a trigger the S1-based procedure. Finding out when the MME needs to be relocated is relatively easy because the eNodeBs have a pre-established SCTP connection to all the MMEs to which the S1-MME reference point is maintained. If the source eNodeB starts an X2 handover and the target eNodeB replies that it has no connectivity with the old MME, then the S1-based handover procedure can be triggered. The source eNodeB may also cache the result to avoid using X2 later on with the same parameters, and trigger the S1-based handover without using X2.
However, triggering the relocation of the Serving GW in the RAN is problematic. Unlike for the MMEs, the eNodeBs and the Serving GWs do not have a pre-established signalling relationship that could be used as a basis for triggering relocation. It follows that the eNodeBs would have to be configured with lists of Serving GW addresses that they should connect to; or alternatively some other identifier would have to be introduced and configured into the eNodeBs to determine which group of Serving GWs it should connect to. Having such a RAN configuration of Serving GWs is complex to implement and maintain, and would increase both CAPEX and OPEX. Note that the RAN configuration would have to be changed each time a Serving GW is added, removed in the network. 
Therefore it is preferable that the Serving GW relocation is triggered in the core network only, and the RAN does not have to take the complexity of triggering Serving GW relocation. Below we discuss how this can be achieved. 
Discussion

Two use cases have been identified for Serving GW relocation due to user mobility:

· An operator may regionalize a large network into multiple administrative regions. Region borders coincide with pool area borders. When a terminal moves from one such administrative region to another, the S1-based handover procedure is triggered to relocate the MME and possibly the Serving GW as well. 
· Even within a region, the operator might want to use a local Serving GW even if the MME is centrally placed for that region. In this case, we can assume the presence of X2 for the handover. Therefore, the X2-based handover procedure can be used for the handover. In this case, we could make a small extension to the X2-based handover to enable the relocation of the Serving GW. 
It is therefore proposed here that the X2-based handover procedure is extended with the possibility of relocating the Serving GW. The trigger for relocating the Serving GW is in the core network, i.e., the MME, based on the knowledge of the target eNodeB, can decide whether to relocate the Serving GW or not. 
By introducing the possibility of Serving GW relocation as part of the X2-based handover procedure, there is no longer need to support Serving GW relocation without MME relocation using the S1-based handover. Therefore, we can eliminate the need for triggering the S1-based handover due to Serving GW relocation, and instead we can fully rely on the change of MME or the absence of X2 to trigger the S1-based handover. This means that the S1-based handover can be used to relocate either the MME only, or both the MME and the Serving GW. Within the S1-based handover, the decision to relocate the Serving GW can therefore be made also in the core network, i.e., in the target MME. As an additional benefit, this will simplify some aspects of the S1-based handover since one sub-case requiring some special handling (such as deleting the old Serving GW context without MME relocation) is eliminated. 

Having the core network take the responsibility of triggering Serving GW relocation allows the simplification of the pooling concept. Since the RAN deals with MME relocation triggers only, it is sufficient to define only one type of pool area, which is currently defined as the MME pool area. There is no longer a need to separately define a “Serving GW pool area”. The MMEs can decide on their own when the relocation of the Serving GW is necessary, and run the procedures accordingly. In other words, the MMEs can act as masters from the point of view of Serving GW selection and relocation, and inform the eNodeBs which act as slaves from this perspective. 
Proposed update of X2-based handover 

For reference, the X2-based handover procedure without Serving GW relocation is shown in the signalling sequence below. Only the handover completion phase is detailed, the handover preparation and execution phases are detailed in the RAN specification 36.300. 
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The handover preparation and execution phases are performed as specified in TS 36.300. As part of handover execution, downlink packets are forwarded from the source eNodeB to the target eNodeB. 

When the UE has arrived to the target eNodeB, downlink data forwarded from the source eNodeB can be sent to it. Uplink data from the UE can be delivered via the source Serving GW to the PDN GW. 

1. 
The target eNodeB sends a Handover Complete message to MME to inform that the UE has changed cell. The MME determines that the Serving GW can continue to serve the UE. 

2. 
The MME sends a User Plane Update Request message to the Serving GW.
3. 
The Serving GW starts sending downlink packets to the target eNodeB using the newly received address and TEIDs. A User Plane Update Response message is sent back to the MME.

4. 
The MME confirms the Handover Complete message with the Handover Complete Ack message. 

5. 
By sending Release Resource the target eNodeB informs success of the handover to source eNodeB and triggers the release of resources. This step is specified in 36.300. 

The figure below shows the extension of X2-based handover procedure when the Serving GW is relocated. Only the handover completion phase is detailed, the handover preparation and execution phases are detailed in the RAN specification 36.300 and are not affected by the change of the Serving GW. 
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The handover preparation and execution phases are performed as specified in TS 36.300. As part of handover execution, downlink packets are forwarded from the source eNodeB to the target eNodeB. 
When the UE has arrived to the target eNodeB, downlink data forwarded from the source eNodeB can be sent to it. Uplink data from the UE can be delivered via the source Serving GW to the PDN GW. 
1. 
The target eNodeB sends a Handover Complete message to MME to inform that the UE has changed cell. The MME determines that the Serving GW is relocated and selects a new Serving GW according to clause 4.3.7.2 on "Serving GW Selection Function". 
2. 
The MME sends a Create Bearer Request (bearer context(s) with PDN GW addresses and TEIDs for uplink traffic) message to the target Serving GW. The target Serving GW allocates the S-GW addresses and TEIDs for the uplink traffic on S1_U reference point (one TEID per bearer). 

3. 
The target Serving GW assigns addresses and TEIDs (one per bearer) for downlink traffic from the PDN GW. It sends an Update Bearer Request (Serving GW addresses for user plane and TEID(s)) message to the PDN GW(s). The PDN GW starts sending downlink packets to the target GW using the newly received address and TEIDs. These downlink packets will use the new downlink path via the target Serving GW to the target eNodeB. An Update Bearer Response message is sent back to the target serving GW.

4. 
The target Serving GW sends a Create Bearer Response (Serving GW addresses and uplink TEID(s) for user plane) message back to the target MME.
5. 
The MME confirms the Handover Complete message with the Handover Complete Ack (Serving GW addresses and uplink TEID(s) for user plane) message. The target eNodeB starts using the new Serving GW address(es) and TEID(s) for forwarding subsequent uplink packets. 
6. 
By sending Release Resource the target eNodeB informs success of the handover to source eNodeB and triggers the release of resources. This step is specified in 36.300. 

7.
When a timer has expired after step 4, the source MME releases the bearer(s) in the source Serving GW by sending a Delete Bearer Request message, which is acknowledged by the Serving GW.

Note that the procedure assumes that IP connectivity exists between the target eNodeB and the source Serving GW for the purpose of uplink transmission. This is reasonable, since it can be assumed that an operator can enable IP connectivity within one administrative region of the network. When the UE moves from one administrative region to another, we can assume that both the MME and the Serving GW change and hence the S1-based handover procedure will be invoked. 
Summary

It is proposed that the X2-based handover procedure is extended with the possibility of relocating the Serving GW. The extension only requires minor changes to the eNodeB behaviour in accepting a new Serving GW in the Handover Complete Ack message. The impact on the MME is also limited, since the MME anyway needs to be able to trigger Serving GW relocation as part of the TAU procedure. The S1-based handover procedure can then handle the case of MME relocation and combined MME and Serving GW relocation. In this way, there is no need to specify RAN triggers for relocating the Serving GW. This makes the RAN simpler by eliminating the need to configure Serving GW pool areas, and allows only one type of pool areas to be used in the RAN. The S1-based handover procedure also becomes simpler. 
Proposal

The changes below are suggested to implement the proposal. The changes also serve the purpose of documenting the basic X2 based handover in 23.401, where only the handover completion phase is detailed, and the handover preparation and execution phases are left to the RAN specification 36.300 to avoid overlap. 
**** Start of first changes ****
3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

MME Pool Area: An MME Pool Area is defined as an area within which a UE may be served without need to change the serving MME. An MME Pool Area is served by one or more MMEs ("pool of MMEs") in parallel. MME Pool Areas are a collection of complete Tracking Areas. MME Pool Areas may overlap each other.



**** End of first changes ****
**** Start of second changes ****
5.5
Handover

<This section describes the functionality and signalling flows for intra and inter-RAT handover etc. Handovers between IPv4 and IPv6 can be documented here. For intra-EUTRAN handover it is FFS how this section relates to the RAN 3 TS. >
5.5.1
Inter eNodeB handover without MME relocation
These procedures are used to hand over a UE from a source eNodeB to a target eNodeB when the MME is unchanged. Two procedures are defined depending on whether the Serving GW is unchanged or is relocated. The procedures rely on the presence of the X2 reference point between the source and target eNodeB, and the presence of S1-MME reference point between the MME and the source eNodeB as well as between the MME and the target eNodeB. The handover preparation and execution phases are performed as specified in TS 36.300. As part of handover execution, downlink packets are forwarded from the source eNodeB to the target eNodeB. When the UE has arrived to the target eNodeB, downlink data forwarded from the source eNodeB can be sent to it. Uplink data from the UE can be delivered via the (source) Serving GW to the PDN GW. Only the handover completion phase is affected by a potential change of the Serving GW, the handover preparation and execution phases are identical. 
5.5.1.1 Inter eNodeB handover without MME relocation and without Serving GW relocation
This procedure is used to hand over a UE from a source eNodeB to a target eNodeB when the MME is unchanged and decides that the Serving GW is also unchanged. The presence of IP connectivity between the Serving GW and the source eNodeB, as well as between the Serving GW and the target eNodeB is assumed. 
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Figure 5.5.1.1-1: Inter eNodeB handover without MME and without Serving GW relocation.
1. 
The target eNodeB sends a Handover Complete message to MME to inform that the UE has changed cell. The MME determines that the Serving GW can continue to serve the UE 

2. 
The MME sends a User Plane Update Request message to the Serving GW.
3. 
The Serving GW starts sending downlink packets to the target eNodeB using the newly received address and TEIDs. A User Plane Update Response message is sent back to the MME.

4. 
The MME confirms the Handover Complete message with the Handover Complete Ack message. 

5. 
By sending Release Resource the target eNodeB informs success of the handover to source eNodeB and triggers the release of resources. This step is specified in 36.300. 

5.5.1.2
Inter eNodeB handover without MME relocation, with Serving GW relocation 
This procedure is used to hand over a UE from a source eNodeB to a target eNodeB when the MME is unchanged and the MME decides that the Serving GW is to be relocated. The presence of IP connectivity between the source Serving GW and the source eNodeB, between the source Serving GW and the target eNodeB, and between the target Serving GW and target eNodeB is assumed.
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Figure 5.5.1.2-1: Inter eNodeB handover without MME relocation, with Serving GW relocation.
1. 
The target eNodeB sends a Handover Complete message to MME to inform that the UE has changed cell. The MME determines that the Serving GW is relocated and selects a new Serving GW according to clause 4.3.7.2 on "Serving GW Selection Function". 

2. 
The MME sends a Create Bearer Request (bearer context(s) with PDN GW addresses and TEIDs for uplink traffic) message to the target Serving GW. The target Serving GW allocates the S-GW addresses and TEIDs for the uplink traffic on S1_U reference point (one TEID per bearer). 

3. 
The target Serving GW assigns addresses and TEIDs (one per bearer) for downlink traffic from the PDN GW. It sends an Update Bearer Request (Serving GW addresses for user plane and TEID(s)) message to the PDN GW(s). The PDN GW starts sending downlink packets to the target GW using the newly received address and TEIDs. These downlink packets will use the new downlink path via the target Serving GW to the target eNodeB. An Update Bearer Response message is sent back to the target serving GW.

4. 
The target Serving GW sends a Create Bearer Response (Serving GW addresses and uplink TEID(s) for user plane) message back to the target MME.

5. 
The MME confirms the Handover Complete message with the Handover Complete Ack (Serving GW addresses and uplink TEID(s) for user plane) message. The target eNodeB starts using the new Serving GW address(es) and TEID(s) for forwarding subsequent uplink packets. 

6. 
By sending Release Resource the target eNodeB informs success of the handover to source eNodeB and triggers the release of resources. This step is specified in 36.300. 

7.
When a timer has expired after step 4, the source MME releases the bearer(s) in the source Serving GW by sending a Delete Bearer Request message, which is acknowledged by the Serving GW.

5.5.2
Inter eNodeB handover with MME relocation

The inter eNodeB handover with MME relocation procedure is used to relocate MME, or both the MME and the Serving GW.  The procedure is initiated in the source eNodeB. The source MME selects the target MME. The target MME decides if the Serving GW needs to be relocated. If the Serving GW needs to be relocated the target MME selects the target Serving GW, as specified in clause 4.3.7.2 on Serving GW selection function.
The source eNodeB decides which of the EPS bearers are subject for forwarding of packets from the source eNodeB to the target eNodeB. The EPC does not change the decisions taken by the RAN node. Packet forwarding can take place either directly from the source eNodeB to the target eNodeB, or indirectly (FFS) from the source eNodeB to the target eNodeB via the source and target Serving GWs (or if the Serving GW is not relocated, only the single Serving GW). 

Editor's note:
It is FFS if the indirect forwarding option needs to be defined. 

The availability of a direct forwarding path is determined in the source eNodeB and indicated to the source MME. If X2 connectivity is available between the source and target eNodeBs, a direct forwarding path is available.

If a direct forwarding path is not available, indirect forwarding may be used (FFS). The MMEs (source and target) use configuration data to determine whether indirect forwarding paths are to be established. Depending on configuration data, the source MME determines and indicates to the target MME whether indirect forwarding paths should be established. Based on this indication and on its configuration data, the target MME determines whether indirect forwarding paths are established.
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Figure 5.5.2-1: Inter eNodeB handover with MME relocation
1.
The source eNodeB decides to initiate an inter-eNodeB handover with CN node relocation to the target eNodeB. This can be triggered e.g. by no X2 connectivity to the target eNodeB, or by an error indication from the target eNodeB after an unsuccessful X2-based handover, or by dynamic information learnt by the source eNodeB. 

2.
The source eNodeB sends Relocation Required to the source MME. The source eNodeB indicates which bearers are subject to data forwarding. This message contains an indication whether direct forwarding is available from the source eNodeB to the target eNodeB. This indication from source eNodeB can be based on e.g. the presence of X2.

3.
The source MME selects the target MME as described in clause 4.3.7.3 on "MME Selection Function" and sends a Forward Relocation Request (MME UE context and includes the PDN GW addresses and TEIDs at the PDN GW(s) for uplink traffic and Serving GW addresses and TEIDs for uplink traffic) message to it. This message also includes an indication if direct forwarding is applied, or if indirect forwarding is going to be set up by the source side.

4.
The target  MME verifies whether the old Serving GW can continue to serve the UE. If not, it selects a new Serving GW as described in clause 4.3.7.2 on "Serving GW Selection Function".  

If the old Serving GW continues to serve the UE, no message is sent in this step. In this case, the target Serving GW is identical to the source Serving GW.

If a new Serving GW is selected, the target MME sends a Create Bearer Request (bearer context(s) with PDN GW addresses and TEIDs for uplink traffic) message to the target Serving GW. The target Serving GW allocates the S-GW addresses and TEIDs for the uplink traffic on S1_U reference point (one TEID per bearer). The target Serving GW sends a Create Bearer Response (Serving GW addresses and uplink TEID(s) for user plane) message back to the target MME. 

5.
The Target MME sends Relocation Request (Serving GW addresses and uplink TEID(s) for user plane) message to the target eNodeB. This message creates the UE context in the target eNodeB, including information about the bearers, and the security context. The target eNodeB sends a Relocation Request Acknowledge message to the MME. This includes the addresses and TEIDs allocated at the target eNodeB for downlink traffic on S1_U reference point (one TEID per bearer). It is FFS if the TEIDs used for forwarding are different from the TEIDs used for downlink packets.
Editor's note: TEID used for forwarding and TEID used for downlink packets is FFS in RAN

6.
If indirect forwarding is used, the target MME sets up forwarding parameters in the target Serving GW. Indirect Forwarding is FFS
7.
The target MME sends a Forward Relocation Response message to the source MME. 

8.
If indirect forwarding is used, the source MME updates the source Serving GW about the tunnels used to the target serving GW. Indirect Forwarding is FFS
9.
The source MME sends a Relocation Command (target addresses and TEID(s) for data forwarding) message to the source eNodeB. 

10.
The Handover Command is sent to the UE. 

11.
The source eNodeB should start forwarding of downlink data from the source eNodeB towards the target eNodeB for bearers subject to data forwarding. This may be either direct or indirect forwarding. Indirect forwarding is FFS. 

12.
After the UE has successfully synchronized to the target cell, it sends a Handover Confirm message to the target eNodeB. Downlink packets forwarded from the source eNodeB can be sent to the UE. Also, uplink packets can be sent from the UE, which are forwarded to the target Serving GW and on to the PDN GW. 

13.
The target eNodeB sends a Relocation Complete message to the target MME. 

14.
The target MME sends a Forward Relocation Complete to the source MME. The source MME in response sends a Forward Relocation Complete Acknowledge to the target MME. 

15.
The target MME sends an Update Bearer Request (eNodeB addresses and TEIDs allocated at the target eNodeB for downlink traffic on S1_U) message to the target Serving GW. 

16.
If the Serving GW is relocated, the target Serving GW assigns addresses and TEIDs (one per bearer) for downlink traffic from the PDN GW. It sends an Update Bearer Request (Serving GW addresses for user plane and TEID(s)) message to the PDN GW(s). The PDN GW starts sending downlink packets to the target GW using the newly received address and TEIDs. These downlink packets will use the new downlink path via the target Serving GW to the target eNodeB. An Update Bearer Response message is sent back to the target serving GW. 
If the Serving GW is not relocated, no message is sent in this step and downlink packets from the Serving-GW are immediately sent on to the target eNodeB.


It is FFS if the target eNodeB needs to take any action to avoid sending DL PDUs received from the Serving-GW to the UE before data received from the old eNodeB have been sent to the UE.
17.
The target Serving GW sends an Update Bearer Response message to the target MME. 

18.
On receiving the Forward Relocation Complete message, the MME sends a Release Resources message to the source eNodeB. When the Release Resources message has been received and there is no longer any need for the eNodeB to forward data, the Source eNodeB releases its resources. 
19.
If the UE is handovered to a TA that it has not registered with the network, the UE sends a Tracking Area Update Request message, which arrives to the target MME.

NOTE:
As it is important that the HSS knows the identity of the serving MME, it is important that the RAN and source MME are configured correctly to ensure that a TA update occurs if the MME is relocated.

20.
The target MME may optionally authenticate the UE.

Editor's note: whether this step is optional needs confirmation from SA 3.

21.


a.
The target MME updates the HSS by sending an Update Location message

b.
The HSS sends a Cancel Location message to the source MME.

c.
The source MME sends a Cancel Location Ack message to the HSS. 

d.
After the HSS has received the Cancel Location Ack message, it sends an Update Location Ack to the target MME. 

Editor's note: it is FFS how the HSS ensures that the UE context received from the source MME in step 3 is still valid in the target MME.

e.
The source MME releases the bearer(s) in the source Serving GW by sending a Delete Bearer Request message. Note that if the Serving GW is not relocated, only the signalling relationship is released between the Serving GW and the source MME, but the UE context continues to exist in the Serving GW.

f.
The source Serving GW sends a Delete Bearer Response message to the source MME. 

22.
The target MME sends a Tracking Area Update Accept (S-TMSI) message to the UE. The S-TMSI is allocated by the target MME. 

23.
The UE acknowledges the new S-TMSI by sending a Tracking Area Update Complete message. 

**** End of second changes ****
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