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1 Introduction

IETF protocol variants are defined for the S2, S5/IETF and S8b reference points. In this contribution we identify issues with the use of private IPv4 addresses with IP-in-IP encapsulation and propose to add an identifier to the encapsulation format used over these reference points.  
1.1 Problem statement
PMIPv6 using IP-in-IP encapsulation has been proposed for the IETF protocol variant to serve the foreseen traffic scenarios for inter-working with non-3GPP accesses. Current versions of IETF mobility protocols (PMIP and also CMIP), rely on the IP address of the MN in the inner packet when determining which MN the given packet is coming from/going to. 
SA1 has agreed on a requirement to support private address ranges as defined by IANA (to be assigned to UEs). Private IP addresses have local significance and are not unique globally. In this contribution we argue that this is not sufficient to build a system using the current architecture, while fulfilling the requirement.
Example scenario 1: Multiple PDN

Assume a scenario where a network serves multiple PDN on a single PDN GW and that two or more PDNs have overlapping IPv4 ranges (see Figure 1). Two UEs connect to two different PDNs served by this PDN GW. Assume that the two PDNs have private IP addresses and thus the two UEs may have the same IP address assigned. The UE IP address is not sufficient to route the user plane packets, neither in the uplink nor downlink direction (see Fig. 1).   

[image: image1]
Figure 1: Overlapping private IPv4 address example with multiple PDN (IP-in-IP encapsulation)

Example scenario 2: Chained S2 – S8b
Assume the scenario where two subscribers belonging to different HPLMNs roam into the same VPLMN. Both are in the same visited network, but have received IP addresses from different HPLMNs. Assume that both HPLMNs assign private IP addresses to the subscribers in question, thus the UEs do not have unique addresses and may have the same IP address assigned. We believe this is a likely scenario with widespread use of IPv4 addresses and global roaming. The scenario when the IP address of the two subscribers is indeed the same is depictured in figure 2.


[image: image2]
Figure 2: Overlapping private IPv4 address example with chained S2 - S8b (IP-in-IP encapsulation)
1.2 Solution examples 

Virtual HA/LMAs 

One solution to the outlined problem would be to assign multiple HA/LMA addresses to PDN GWs serving multiple APNs – one HA/LMA address for each APN. In this case the HA/LMA address and the UE IP address together can uniquely be mapped to the UE. This solution can be supported using the plain IP-in-IP encapsulation specified for PMIP. The solution, however, does not help with chained use of S5/S8b and S2a/b (the scenario depicted on Figure 2). In this case the trusted non-3GPP access or the ePDG cannot separate the traffic of two UEs with the same IP address arriving over S2a/b. This is because the traffic to the UEs arrive from the same Serving GW. Likewise the Serving GW cannot separate the uplink traffic to forward towards the correct PDN GW. To remedy this problem also the S-GW needs to provide a separate LMA IP address for each PDN with overlapping IP addresses. 

A drawback with the virtual HA/LMA solution is that the network planning becomes dependent on the properties of supported PDNs and that it doesn’t scale well with the number of PDNs; e.g. an operator that adds a new corporate APN/PDN must ensure that a HA/LMA IP address is assigned at each PDN GW supporting this APN and that DNS servers, firewalls etc. (e.g. for roaming) are updated accordingly. These issues are most significant for IPv4 transport networks.

GRE tunneling

Another solution is to add an identifier/label to the user plane packets that can be used to identify the UE and/or PDN. In this way the same HA/LMA address can be used for multiple PDN, also if the PDNs have overlapping IP address ranges. IP address planning will thus be unaffected by PDN configurations. A possibility is to use GRE encapsulation and use the GRE key field as an identifier in addition to the UE IP address. Internet Draft for GRE support for PMIP exist ‎[3]. The GRE key field could either be different for each UE (in which case the receiving network node only need to look at GRE key field, not UE IP address, to identify the UE) or it could be different for each PDN (in which case the HA/LMA address and the UE IP address together can uniquely be mapped to the UE).  

1.3 Proposal

We believe that a way forward is to define an encapsulation mechanism carrying additional information besides the encapsulated packet. This could be accomplished by having GRE (Generic Routing Encapsulation) support on PMIP based reference points ‎[1][3]. With the Key field extension of GRE ‎[1] the IP flows to/from the UEs with the same IP address can be effectively separated and clearly identified by the receiving node. 
Figure 2 outlines the solution of traffic separation though GRE with the key field option.


[image: image3]
Figure 3. Overlapping private IPv4 address example with chained S2 - S8b (GRE encapsulation)
Note: While this contribution focuses on PMIP, our arguments equally apply to MIPv4 in FA CoA mode over the S2a reference point.
2 Conclusion and Proposed Way Forward
Based on the discussion in this contribution it is proposed that SA2 agrees to the following:
· GRE ‎[1]

 REF _Ref169572255 \w \h 
‎[1] is used over the PMIP based reference points
Text proposal for TS 23.402 is provided below.

3 References

[1] RFC2784, Generic Routing Encapsulation (GRE), standards track

[2] RFC2890, Key and Sequence Number Extensions to GRE, standards track
[3] GRE Key Option for Proxy Mobile IPv6: draft-muhanna-netlmm-grekey-option-00.
*** Beginning of first change ***
5.1.1
S2 reference points

The S2 reference points are terminated at the core network side in the PDN GW. In the roaming case, S2 can be terminated also in the Serving GW. The protocol stacks shown in the following subclauses are applicable independently of where S2 terminates.

5.1.1.1
Protocol options for S2a

The following protocols shall be supported on S2a:

-
PMIPv6

-
MIPv4 FA mode
User plane encapsulation shall be based on GRE.
The figures below illustrate the control planes for Mobility Management (MM) and the user planes for each protocol option.


[image: image4]
Figure 5.1.1.1-1: Protocols for MM control and user planes of S2a for the PMIPv6 option

Legend:

-
According to terms defined in PMIPv6 [8], the functional entities terminating both the control and user planes are denoted MAG in the non-3GPP IP access and HA (Home Agent) in the Gateway.

-
The MM control plane stack is PMIPv6 [8] over IPv6 [RFC2460]. IPv6 packets may be encapsulated in IPv4 when an IPv4 transport network is employed.

-
The user plane carries remote IPv4/v6 packets over either an IPv4 or an IPv6 transport network.

-
The tunnelling layer implements IPv4/v6 encapsulation applicable for PMIPv6 [8]. The tunnelling mechanisms supported are defined in MIPv6 RFC3775 [14]. In some cases the tunnelling layer may be transparent.
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Figure 5.1.1.1-2: Protocols for MM control and user planes of S2a for the MIPv4 FA mode option

Legend:

-
According to terms defined in MIPv4 RFC3344 [12], the functional entities terminating both the control and user planes are denoted MN (Mobile Node) in the UE, FA (Foreign Agent) in the non-3GPP IP access, and HA (Home Agent) in the Gateway.

-
The MM control plane stack is MIPv4 RFC3344 [12] over UDP over IPv4.

-
The user plane carries remote IPv4 packets over an IPv4 transport network.

-
The tunnelling layer implements IP encapsulation applicable for MIPv4 as defined in RFC3344 [12]. In some cases the tunnelling layer may be transparent.

5.1.1.2
Protocol options for S2b

The following protocol shall be supported on S2b:

-
PMIPv6

User plane encapsulation shall be based on GRE.
The figure below illustrates the control plane for Mobility Management (MM) and the user plane.
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Figure 5.1.1.2-1: Protocols for MM control and user planes of S2b for the PMIPv6 option

Legend:

-
According to terms defined in PMIPv6 [8], the functional entities terminating both the control and user planes are denoted MAG in the non-3GPP IP access and HA (Home Agent) in the Gateway.

-
The MM control plane stack is PMIPv6 [8] over IPv6. IPv6 packets may be encapsulated in IPv4 when an IPv4 transport network is employed.

-
The user plane carries remote IPv4/v6 packets over either an IPv4 or an IPv6 transport network.

-
The tunnelling layer implements IPv4/v6 encapsulation applicable for PMIPv6 [8]. The tunnelling mechanisms supported are defined in MIPv6 RFC3775 [14]. In some cases the tunnelling layer may be transparent.

5.1.2
S5-IETF and S8b reference points

The S5-IETF and S8b reference points are defined between the S-GW and PDN GW. 
The following protocol shall be supported on S5-IETF and S8b:

-
PMIPv6

User plane encapsulation shall be based on GRE.

*** End of change ***
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