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Abstract of the contribution: This contribution aims to further clarify the usage of AMBR in EPS.
1. Introduction

In this contribution, several issues are discussed on the AMBR usage. It is expected that this kind of discussion could help us figure out a clearer picture of AMBR in EPS.
2. Discussion

It has been decided that AMBR is to be used in the EPS. It is also understood that AMBR could be shared by all the non-GBR bearers of a UE. That is, the AMBR will limit the aggregate bit rate that can be expected to be provided by the EPS bearers sharing the AMBR (e.g. excess traffic may get discarded by a rate shaping function).
While for a more complete view of AMBR, some issues are still unclear and need to be further discussed. The following are those issues foreseen currently.
· Enforcement location of AMBR control
In the section 7.4 (i.e. RAN-CN function split) of TR23.882, it is said that eNB will be responsible for the radio resource management which means that downlink traffic will experience a bit rate control (scheduling, etc.) in the eNB for sheduling. Because AMBR is designed for resource allocation/sharing between bearers, it is natural that AMBR control is also to be enforced on the downlink traffic in the eNB.
Furthermore, it is also said in the same section that eNB will handle the uplink QoS policy enforcement. So as one of the QoS parameters, AMBR will also be used as a reference for the uplink bit rate control in the eNB.
For the case of CN, it should have this kind of AMBR control also if it has been done in the RAN side. Or else, the user may be unable to access the network service unpredictably. This is because the downlink traffic which has successfully passed the P-GW (and here the credit has been consumed at the moment) may be discarded by the eNB because of the AMBR control. Then if this status of unsent traffic volume has not been reported to the online charging system (OCS) on time, the OCS may terminate the ongoing session through the PCC function because of the use up of the credit.

Considering the above case, PDN GW is the only function entity to do the downlink AMBR control because it is the location to do the online charging. While for uplink traffic, whether to do the AMBR control in the PDN GW is not a big issue.
Conclusion 1: AMBR control should be done in the eNB for both uplink and downlink traffic, and it should also be done in the PDN GW for the downlink traffic.
· Granularity of AMBR control

Currently on the issue of AMBR control granularity, it is described as below in the TS23.401:
“4.6.2
Bearer level QoS parameters
…
Multiple EPS bearers of the same UE can share the same AMBR. That is, each of those EPS bearers could potentially utilize the entire AMBR, e.g. when the other EPS bearers do not carry any traffic. The AMBR limits the aggregate bit rate that can be expected to be provided by the EPS bearers sharing the AMBR (e.g. excess traffic may get discarded by a rate shaping function). AMBR applies to all Non-GBR bearers of a UE. GBR bearers are outside the scope of AMBR.”
It seems that the AMBR will be used in a granularity of UE. 
Meanwhile, we can also find a description in another section of TS23.401 which is relevant with the multiple PDN issue as below:
“4.4.3.3
PDN GW

The PDN GW is the gateway which terminates the SGi interface towards the PDN. 

If a UE is accessing multiple PDNs, there may be more than one PDN GW for that UE.

PDN GW functions include:

· Policy enforcement
· …”
Based on the conclusion 1, the AMBR control should be down in the PDN GW for the downlink traffic. Then the problem is how to do the AMBR control for a UE when there are several PDN GWs in parallel. If there is only one AMBR for one UE, this can’t be achieved.
Considering the session based release 7 PCC Gx, it is natural that we could have several AMBRs for a UE, each of them applies to a PDN (or PDN address). In a PCC terminology, this means that each of the AMBR applies to a specific IP-CAN session (The association between a UE and a PDN identifier (for GPRS, APN). The association is identified by a UE IP address together with a UE identity information, if available.). That is, the AMBR is done in a granularity of PDN address.
Conclusion 2: To support multiple PDN GW in parallel, AMBR control should be done in a granularity of PDN address.
· Storage & signalling of AMBR
There could be potentially two kinds of mechanisms for the AMBRs to be transmitted to the MME from the HSS. One of them is that MME requests the relevant AMBR from the HSS each time when it receives a PDN activation request (i.e. the first bearer establishment request for that PDN access) from the UE. The other one is that all the AMBRs for different PDN access are transmitted to the MME from the HSS once the UE has attached to the network.

Considering the signaling load of the HSS, it is proposed that the latter one to be selected as the final solution. In this way, the AMBR control in a more granularity will not bring additional signaling overload to the system.

After the attachment, all the AMBRs will be kept in the MME until the UE has been de-attached from the network. Each time when a new PDN access has been activated for the UE, the MME will transmit the related AMBR to the eNB and PDN GW for scheduling and policing.
Conclusion 3: 
a). It is proposed to transmit all the AMBRs for different PDN access of a UE to the MME from the HSS once the UE has attached to the network. It will be kept in the MME until the de-attachment.
b). Each time when a new PDN access has been activated for the UE, the related AMBR will be transmitted to the eNB and PDN GW from the MME for scheduling and policing.
3. Proposal

Based on the above conclusion, it is proposed to add the following modifications to the TS23.401.
--------------------------------------------------------------The 1st Modification-------------------------------------------------------

4.6.2
Bearer level QoS parameters

Each EPS bearer (GBR and Non-GBR) is associated with the following bearer level QoS parameters. 

· Label
· Allocation and Retention Priority (ARP)
A Label is a scalar that is used as a reference to access node-specific parameters that control bearer level packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.), and that have been pre-configured by the operator owning the access node (e.g. eNodeB). A one-to-one mapping of standardized Label values to standardized Label Characteristics (see clause 4.6.3) will be captured in a 3GPP specification. 

Editor's Note: Need to add this to the "3GPP specification" and create formal reference.

Editor's Note:
The relationship between Label signalled on S1-MME, QCI signalled on S7, QoS profile signalled on S4 and QoS information signalled towards non-3GPP accesses needs to be clarified. 

NOTE:
On the radio interface and on S1, each PDU (e.g. RLC PDU or GTP-u PDU) is indirectly associated with one Label via the bearer identifier carried in the PDU header. The same applies to the S5 and S8 interfaces if they are based on GTP-u. 

The primary purpose of ARP is to decide whether a bearer establishment / modification request can be accepted or needs to be rejected in case of resource limitations (typically available radio capacity in case of GBR bearers). In addition, the ARP can be used (e.g. by the eNodeB) to decide which bearer(s) to drop during exceptional resource limitations (e.g. at handover). Once successfully established, a bearer's ARP shall not have any impact on the bearer level packet forwarding treatment (e.g. scheduling and rate control). Such packet forwarding treatment should be solely determined by the other bearer level QoS parameters: Label, GBR, MBR, and AMBR.

NOTE:
The ARP should be understood as "Priority of Allocation and Retention"; not as "Allocation, Retention, and Priority". A more precise definition of ARP, e.g. the encoding of 'retention', is left FFS. 

Each GBR bearer is additionally associated with the following bearer level QoS parameters. 

· Guaranteed Bit Rate (GBR)
· Maximum Bit Rate (MBR)
The GBR denotes the bit rate that can be expected to be provided by a GBR bearer. The MBR limits the bit rate that can be expected to be provided by a GBR bearer (e.g. excess traffic may get discarded by a rate shaping function). The MBR may be greater than or equal to GBR for a particular GBR bearer.
Editor's note:
Whether a Non-GBR bearer may also be associated with an MBR is FFS. 

Editor's note:
Rate-adaptation schemes are FFS. 

Each PDN connection (i.e. IP address) is associated with the following IP-CAN session level QoS parameter. 

· Aggregate Maximum Bit Rate (AMBR)
Multiple EPS bearers of the same PDN connection can share the same AMBR. That is, each of those EPS bearers could potentially utilize the entire AMBR, e.g. when the other EPS bearers do not carry any traffic. The AMBR limits the aggregate bit rate that can be expected to be provided by the EPS bearers sharing the AMBR (e.g. excess traffic may get discarded by a rate shaping function). AMBR applies to all Non-GBR bearers belonging to the same PDN connection. GBR bearers are outside the scope of AMBR.
AMBR control should be done in the eNB for uplink traffic, and for the downlink traffic in the PDN GW.
All the AMBRs for different PDN accesses of a UE are transmitted to the MME from the HSS once the UE has attached to the network. 

Editor's note:
Further details related to the scope and the signalling of AMBR are FFS. 

The GBR and MBR denote bit rates of traffic per bearer while AMBR denotes a bit rate of traffic per group of bearers. Each of those three bearer level QoS parameters has an uplink and a downlink component. On S1_MME the values of the GBR, MBR, and AMBR refer to the bit stream excluding the GTP-u header overhead on S1_U.
Editor's note:
A more precise definition of GBR, MBR, and AMBR, e.g. whether those parameters only denote a bit rate or additionally also a token bucket size, is left FFS. 
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