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1. Introduction

In the last few meetings, there has been considerable amount of discussion in RAN3 on the evolved MBMS architecture. In this contribution, we provide a brief overview of the current status in RAN3 and list the open issues. We also specify our preferred architecture for eMBMS and describe the rationale behind it. We finally provide a text proposal to be added in the appropriate SA2 TS/TR. 
2. Current status
In LTE, the following two modes of MBMS operation have been identified:
· Single Frequency Network (SFN) operation: All eNBs in the SFN area transmit identical content using identical radio resources. This requires that all the eNBs are time-synchronized. SFN operation avoids the problem of low SNRs at cell edge.
· Single cell transmission: In this mode, the MBMS service is just transmitted in a single cell without the need to synchronize transmissions with other eNBs. 

SFN Operation

Because of the introduction of SFN operation, a centralized entity called the E-MBMS Gateway (E-MBMS-GW) has been agreed to be present between the BM-SC and the eNBs of the SFN area to add synchronization information (e.g., timestamp) for every data packet so that the eNBs can figure out which packet needs to be transmitted over the air in a given radio resource. A SYNC protocol will be present between the E-MBMS-GW and the eNB. The need for header compression in MBMS services is still FFS and if it is found to be required, the E-MBMS-GW may perform ROHC for MBMS services. The user plane architecture agreed so far is shown in Figure 1 [1]. 
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Figure 1. User plane architecture for eMBMS 
In addition, another centralized entity (Multicast Coordination Entity – MCE) that allocates appropriate radio resources for MBMS SFN services has also been agreed because identical resources have to be allocated in all the eNBs of the SFN area for a given service. The MCE is also responsible for the configuration of RLC, MAC, and PHY layers at the eNBs for SFN service.

Single cell transmission
For single cell transmission, the MCE is not required as the scheduling can be performed at the eNB. However, the current agreement is that the E-MBMS-GW will be present even for single cell MBMS transmissions. The usage of the information appended by the SYNC protocol is still FFS. 

Control plane architecture
The current status on the control plane architecture is captured in Figure 2 [2]. The involvement of MBMS-GW or MCE in session control signaling is FFS. If MBMS-GW is involved in session control, it is again FFS whether the MBMS-GW is split in to a control plane and a user plane entity. It has been agreed that there will be no UE to MCE signaling and discussions are still happening on whether IP multicast can be used for signaling messages in the RAN. 
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Figure 2. Status of control plane architecture

Key open issues for SA2
(i)  Termination point for Gmb interface from the BM-SC and hence the overall control plane architecture
(ii) Control plane and user plane separation of MBMS-GW (if MBMS-GW terminates Gmb)
In the remainder of this paper, we discuss our preferences on these issues.

3. Proposed architecture
MCE involvement in session control

The MCE, as described above, is a radio resource coordination entity for MBMS SFN service and is primarily a RAN node. On the other hand, Gmb interface carries MBMS bearer service specific and user specific signaling and can be considered a CN node. This seems to indicate that the two functional entities, namely, the MCE and the Gmb termination point, are almost de-coupled. 

In addition, MCE is not required for single cell transmissions as the scheduling is done at the eNB for single cell services. Therefore, if the Gmb interface from the BM-SC terminates at the MCE, then we will be forced to deploy MCE for single cell transmissions also. As a result, it appears best not to involve MCE in session control signaling. It will also aid early lightweight eMBMS deployments as discussed in [3] where the MCE is proposed to be co-located with O&M.
E-MBMS-GW involvement in session control

The other option is for the E-MBMS-GW to participate in session control.  Although E-MBMS-GW is currently agreed to be present for single-cell MBMS transmissions also, none of the functions performed by the E-MBMS-GW is actually required for single cell mode. The synchronization information (timestamps) is not necessary because the eNB can schedule packets independently. Even if header compression is required, the eNB can offer that functionality because ROHC is anyway located at eNB for unicast services. As a result, our preference is to eliminate E-MBMS-GW for single cell MBMS transmission and have the Gi interface directly from the BM-SC to the eNB.
In the scenario where there is no E-MBMS-GW, the Gmb interface can only terminate at a separate MBMS Control Plane (MCP) entity. The MCP can be thought of as a centralized entity that will be involved in session control. Even if E-MBMS-GW remains for single cell mode, there should be freedom to implement E-MBMS-GW and eNB in a single node for single cell transmissions. Hence, if Gmb terminated at the E-MBMS-GW, then such an implementation will mean that every eNB has a session control interface (Gmb) to the BM-SC. This may cause “fanout” problems at the BM-SC because of a large number of interfaces. Therefore, in order not to constrain potential implementations, it is beneficial to have a separate MCP.
Resultant architecture

In summary, our preferred solution is to define the MCE, MCP, and E-MBMS-GW as independent logical entities. The MCE and MCP are control-plane entities performing RAN control and MBMS session control respectively. The E-MBMS-GW is a user plane entity that is required primarily for SFN services. We note that this is in line with our earlier agreements on user-plane and control-plane separation for unicast services. Figures 3 and 4 illustrate our proposed architectures for SFN and single cell modes respectively. Note that the MCP has an M3 interface towards the MCE and an M4 interface towards the E-MBMS-GW for SFN operation. M1, M2, M3, and M4 are control plane interfaces.
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Figure 3. Proposed SFN mode architecture
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Figure 4. Proposed single cell mode architecture
A more functional depiction for SFN operation is shown in Figure 5.
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Figure 5. Functional model of SFN MBMS architecture
4. Message flows
In this section, we show high level call flows for both single cell and SFN operation to highlight the simplicity of this architecture. Figure 6 is an illustration of the messages involved in SFN operation while Figure 7 shows the corresponding flows for single cell mode. 
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Figure 6. Message flows for SFN operation
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Figure 7. Message flows for single cell operation
5. Conclusions
We propose that SA2 discuss the above architecture proposal and agree to the text proposal below for insertion in to the appropriate TS/TR. 

6. Text proposal
************************************START OF CHANGES*******************************

x.x eMBMS architecture
eMBMS can operate in two modes, namely, the single frequency network (SFN) mode and the single-cell mode. The eMBMS architecture for SFN operation is shown in Figure X.X-1.
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Figure X.X-1: eMBMS architecture for SFN (multi-cell) mode
The functional elements specific to eMBMS are described below:

Multicast Coordination Entity (MCE): MCE is a RAN entity that is responsible for allocation of identical radio resources to all eNBs in the SFN area for multicell transmissions. The functions of this entity are described in detail in TS 36.300.

Multicast Control Plane (MCP): MCP is a CN control plane node that is involved in session control signaling for eMBMS services. It terminates the Gmb interface from the BM-SC and triggers the E-MBMS-GW to join the IP multicast tree. It also triggers MCE to allocate radio resources for new eMBMS services.
E-MBMS Gateway (E-MBMS-GW): E-MBMS-GW is a CN user plane element that adds synchronization information to every data packet from the BM-SC to enable content synchronization over the air. The need for ROHC for eMBMS services is FFS. If required, E-MBMS-GW will perform ROHC.

The eMBMS architecture for single cell mode of operation is illustrated in Figure X.X-2
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Figure X.X-2: eMBMS architecture for single-cell mode

The functional elements are described below:

Multicast Control Plane (MCP): MCP is a CN control plane node that is involved in session control signaling for eMBMS services. It terminates the Gmb interface from the BM-SC and triggers the eNB to join the IP multicast tree.
**************************************END OF CHANGES*******************************
References
[1] Draft R2-072339 Stage 2 Update MBMS, RAN2 document on mailing list

[2] RAN3 LS to SA2 on eMBMS status update

[3] R3-071016, Support of a lightweight E-MBMS deployment in the general E-MBMS architecture, RAN3#56, Kobe, May 2007
_1243351157.vsd
eNB


MCP


BM-SC


Gmb


Gi


M1



_1243756937.vsd
UE


BM-SC


Router (RP1)


E-MBMS-GW


MCP


MCE


eNB


MBMS Registration Request


MBMS Registration Response


Service Announcement


Session Start Request


Session Start  Request


RAN Resource Setup


Session Start  Response


Session Start Response


MBMS New  Session Info


MBMS New  Session Info  Response


Proxy IGMP Join


Proxy IGMP Join


Multicast  content


Multicast  content


Multicast  content


Multicast  content


SFN Session  Start Request


SFN Session  Start Response


eMBMS Join


MBMS Authorization Request


MBMS Authorization Response


eMBMS Join Ack


Router (RP2)


Multicast  content



_1243769003.vsd
eNB


MCP


BM-SC


Gmb


Gi


M1



_1243769004.vsd
eNB


MCE


E-MBMS-GW


MCP


BM-SC


Gmb


Gi


Gi


M3


M2


M1


M4



_1243757019.vsd
UE


MBMS Registration Request


MBMS Registration Response


BM-SC


Router (RP1)


E-MBMS-GW


MCP


MCE


eNB


Service Announcement


Session Start Request


Session Start Request


RAN Resource Setup


Session Start Response


Session Start Response


Proxy IGMP Join


Multicast  content


Multicast  content


Multicast  content


eMBMS Join


MBMS Authorization Request


MBMS Authorization Response


eMBMS Join Ack



_1243352662.vsd
UE


eNB


MCP


MCE


BM-SC


MBMS-GW


MBMS Data


UE Authorization/mNAS


UE Authorization


Session Management


Session Management


mRRM


mRRM


mNAS


MBMS Data


MBMS Data


MBMS Data


Session Management



_1242744368.doc


MCE







eNB







MBMS GW 







MBMS GW    MBMS Gateway 	



MCE		Multi-Cell/Multicast Coordination Entity



M1, M2, M3	Working names for Interfaces















M3







M2







M1







NOTE: 



At the M1 i/f it is FFS as to whether CP signalling will be required and thus the M1 i/f in itself is FFS







It is FFS as to whether the MBMS GW can be considered an LTE or EPC logical element. 




















_1243351053.vsd
eNB


MCE


E-MBMS-GW


MCP


BM-SC


Gmb


Gi


IP Multicast Data Transport


M3


M2


M1


M4



_1237788102.doc


SYNC: Protocol to synchronise data used to generate a certain radio frame
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