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Abstract of the contribution:
The paper proposes MBMS architecture for SAE/LTE supporting single-cell and multi-cell operation modes and allowing flexibility to the service deployment. 
Acronyms and definitions

MCE
Multi-cell/multicast Coordination Entity, which is MBMS RRM entity for SFN area.

MB-GW
MBMS Gateway for User Plane data delivery.

MB-SE

MBMS Session management Entity, which is MBMS Gateway for Control Plane data delivery 
former MBMS-GW-CP).

RRM
Radio Resource management

SFN

Single Frequency Network, which is used by the Multi-cell operation (PtM). Multi-cell operation 
requires that the data stream that is sent to all eNBs of an SFN area shall be synchronized.

1. The list of the requirements

Based on the identified MBMS specific requirements we could look arch options that would meet such requirements. Currently the following requirements were identified:
1. For SAE/LTE only MBMS Broadcast and MBMS Enhanced Broadcast modes needs to be supported. In consequence:

a. a roaming subscriber cannot require MBMS reception from a specific APN (home network). Hence the roaming scenario is not an issue in SAE/LTE. BM-SC may deliver the service to roaming customers by unicast bearers, but this is out of this paper’s scope.

b. No UE specific MBMS context is necessary in MME, GW or any of the MBMS functional entities above eNB. It is FFS what UE specific parameters eNB needs to know.

Note that UE and BM-SC must have active EPC Bearer (PDP context in UMTS) for key management.

2. MBMS service provision should reuse as much as possible network capability for unicast service provision. That is:

a. BM-SC interfaces (Gmb and Gi) toward SAE/LTE networks should be the same as interfaces to UMTS/GSM. 

b. Unless absolutely necessary, eNB interface to MB-SE (M1-C) should remain S1-MME (S1-c)  and interface to MB-GW (M1-U) should remain S1-U with the following exception. Currently, both S1-MME and S1-U utilize unicast delivery, while M1 interfaces may use multicast delivery. However it should be noted that it is not necessary at all that S1-MME and M1-C both terminate in MME, and S1-U and M1-U in GW. That’s the reason only functional architecture definition is proposed below.

3. The Multi-cell operation will require that the data stream sent to all the eNBs of an SFN area shall be precisely time-synchronized by the network above eNBs.
4. MBMS control plane functions (MB-SE and MCE) and MBMS user plane function (MB-GW) shall be defined separately. This does not prevent vendors from integrating any combination of these functions into the same network element. This requirement may be divided into the following functions:

a. MB-SE is responsible for receiving MBMS Session Start/Stop/Update messages from BM-SC.

b. MB-SE sends MBMS Session Start/Stop/Update messages to eNBs (of the targeted MBMS Service Area) and also to MCE(s), if necessary.

c. MB-SE needs to deliver the relevant user plane related information to MB-GW and perhaps also vice versa.

d. MB-GW is responsible for receiving MBMS user plane data from BM-SC and forwarding the data to eNBs.

5. Multiple eNBs will receive same control plane messages from MB-SE and same user data streams from MB-GW . This may be accomplished either by IP unicast or by IP multicast delivery methods. RAN3 is responsible for both S1-U and S1-MME interfaces. RAN3 working assumption on S1-U is that multicast delivery of MBMS UP data shall be used. Therefore in this paper it is assumed that at least user plane (UP) data is delivered by MB-GW to eNBs by multicast method. RAN3 is still considering to deliver MBMS CP data by multicast, but currently this has not been agreed upon (see R3-071015, text provided in this document in the ANNEX for information).

The above requirements may be met by several architectural proposals. For instance, MB-SE, MCE and MB-GW can be implemented in a standalone node, or standalone nodes, or be mapped (integrated) to one or several SAE/LTE nodes (BM-SC, MME, GW, eNB). It does not seem reasonable however to define the mapping at least until SAE/LTE stage 3 specs are stable. Figure 1 illustrates MBMS functional architecture for SAE/LTE networks.
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Figure 1. Functional architecture

The above loose architecture leaves up to the vendors’ decision in which domain (EPC domain or LTE radio network domain) the MB-SE, MCE and MB-GW should be implemented. In a ‘lightweight’ MBMS deployment the MCE node will disappear. The information defined by MCE functionality will be semi-statically or statically configured in the relevant nodes. 
2. Multi-cell operation
The following UP features are necessary for the multi-cell (SFN) operation:

· MB-GW needs to add synchronization parameters (e.g. timestamp, etc.) to the forwarded UP data. The current assumption is that the same user data IP Multicast stream from MB-GW entity can be delivered to all eNBs of the MBMS service area independent of their operating mode (single-cell vs. MBSFN multi-cell).
· PDCP between MB-GW and UEs that optionally includes header compression but does not need to provide ciphering. 
The following CP features are necessary for the initial pre-configuration or initial dynamic configuration of the MBSFN multi-cell mode:

· MCE entity. The MCE entity returns to the MB-SE parameters applicable to the MB-GW’s SYNC protocol.

3. Separate CP and UP functions

BM-SC needs to deliver the Session Start/Stop/Update messages to the appropriate MB-SE(s). MB-SE needs to deliver the Session Start/Stop/Update messages to all relevant eNBs and also to MCE (if necessary).
· MB-SE receives Session Start/Stop/Update Request messages from BM-SC and send response messages back.
· MB-SE sends Session Start/Stop/Update Request messages to MB-GW and receives responses. Because UP data is delivered by IP multicast, either MB-SE sends eNB cluster’s UP IP multicast address to MB-GW, or the other way around.
· A MCE does not need to be used, if the Session Management Start/Update/Stop targets eNBs that are not need to be coordinated in an MBSFN area (Single Cell MBMS case).
· A MCE does not need to be used, if the necessary MBSFN pre-configuration has already taken place:

· In order to send Session Start/Stop/Update Request messages to respective eNBs, the MB-SE should have the exact definition for each MBMS service area. The MB-SE has to know to which eNBs the messages should be forwarded. MB-SE may deliver the CP messages either by IP unicast, or by IP multicast. If IP multicast is used for the control plane, the MB-SE only has to know the IP multicast address corresponding to the MBMS Service Area to which the messages shall be sent. On the other side, the eNBs must join the corresponding IP multicast addresses on a permanent basis.
· If MCE is used, in particular for the dynamic establishment of a non-scheduled service:

a. MB-SE sends Session Start/Stop/Update Request messages to the MCE as well. If IP Multicast is used, the MCE also receives the messages (in addition to the eNBs).

b. MCE should have the exact definition for each MBMS service area. The MCE has to know to which eNBs the messages with the necessary MBSFN configuration should be delivered The message from MCE is a separate message as the session control messages coming from MB-SE.
In general, MBMS user plane data is delivered by unidirectional downlink flow. BM-SC sends the data to MB-GW, which forwards the data to all eNBs in the given MBMS service area. The MB-GW should:
· MB-GW receives the user plane data and forward it to all relevant eNBs.
· UP data is delivered by IP multicast and therefore the MB-GW simply forwards the received UP packet to the specific IP multicast address. Either MB-GW allocates this address and sends it to MB-SE, or the other way around. (Operator may also statically assign IP multicast addresses for both CP and for UP delivery). 

4. Interfaces

4.1 Gmb and Gi

No changes to Gmb and Gi are necessary. In SAE/LTE CP (MB-SE) and UP (MB-GW) are functionally separated, which makes it possible to implement the functions in different network elements. Therefore, in SAE/LTE BM-SC shall be configured to have destination IP addresses of all downlink CP and UP entities, regardless if this is GGSN, or a pair of MB-SE and MB-GW. As long as the number of such entities is low, using IP unicast across Gmb and Gi interfaces looks reasonable. 
As an alternative to the above described configuration deployment, MB-GW may communicate own IP address to BM-SC. In order to enable this functionality, the following order of CP messages should be adopted. BM-SC send Session Start Request to MB-SE. MB-SE does not reply immediately, but send Session Start to BM-GW. MB-GW returns own IP address to MB-SE. MB-SE sends this address to BM-MS with Session Start Response.
In 3GPP R7, with the MBMS Session Start message (Re-Auth-Request = RAR command) BM-SC sends the following optional attributes (AVPs):

· Session ID (Diameter common AVP)

· Start-Stop indication (Start/Stop/Update)

· MBMS service area

· Requested QoS

· Estimated session duration

· Service type (only Broadcast for LTE)

· Counting info (on/off)

· Session identity (MBMS specific AVP)

· Session repetition number

· TMGI

· SGSN addresses. UP part of these AVPs may have need reused by unicast UP delivery, but should not be sent with IP multicast delivery

· 2G-3G indicator (probably needs LTE value)

· Time to data transfer

· User data mode indication (unicast vs. multicast capability)

· BM-SC source specific multicast addresses
4.2 MB-SE – MB-GW interface

MB-SE should send the following information elements to MB-GW with the Session Start Request message (unnecessary parameters are grayed out and new ones are in blue) :

· Start-Stop indication (Start/Stop/Update)

· MBMS service area

· Requested QoS

· Estimated session duration

· Service type (only Broadcast for LTE)

· Counting info (on/off)

· Session identity

· Session repetition number

· TMGI

· SGSN addresses, i.e. eNB addresses (not necessary with IP multicast delivery)

· 2G-3G indicator (probably needs LTE value)

· Time to data transfer

· User data mode indication (GGSN and BM-SC unicast vs. multicast capability)

· BM-SC source specific multicast addresses
· eNB cluster’s  UP IP multicast address (only if MB-SE assigns UP IP multicast address to eNB clusters)

· Parameters related to the SYNC protocol between MB-GW and eNBs

· Protocol specific parameters (e.g. eNB’s TEID-D)
MB-GW should send to MB-SE with the Session Start Response message (unnecessary parameters are greyed out and new ones are in blue) :

· Start-Stop indication (Start/Stop/Update)

· MBMS service area (only if MB-GW assigns IP multicast address to eNB clusters)

· Requested QoS

· Estimated session duration

· Service type (only Broadcast for LTE)

· Counting info (on/off)

· Session identity

· Session repetition number

· TMGI

· SGSN addresses, i.e. eNB addresses (not necessary with IP multicast delivery)

· 2G-3G indicator (probably needs LTE value)

· Time to data transfer

· User data mode indication (GGSN and BM-SC unicast vs. multicast capability)

· BM-SC source specific multicast addresses
· eNB cluster’s UP IP multicast address (only if MB-GW assigns IP multicast address to eNB clusters)
· Protocol specific parameters (e.g. eNB’s TEID-D)
4.3 MB-SE – MCE interface

MB-SE should send the  following information elements to MCE:

· Start-Stop indication (Start/Stop/Update)

· MBMS service area

· Requested QoS

· Estimated session duration

· Service type (only Broadcast for LTE)

· Counting info (on/off)

· Session identity

· Session repetition number

· TMGI

· SGSN addresses, i.e. eNB addresses (not necessary with IP multicast delivery)

· 2G-3G indicator (probably needs LTE value)

· Time to data transfer

· User data mode indication (GGSN and BM-SC unicast vs. multicast capability)

· BM-SC source specific multicast addresses
· eNB cluster’s UP IP multicast address

4.4 MB-SE – eNB interface

MB-SE should send the  following information elements to eNB:

· Start-Stop indication (Start/Stop/Update)

· MBMS service area

· Requested QoS

· Estimated session duration

· Service type (only Broadcast for LTE)

· Counting info (on/off)

· Session identity

· Session repetition number

· TMGI

· SGSN addresses, i.e. eNB addresses (not necessary with IP multicast delivery)

· 2G-3G indicator (probably needs LTE value)

· Time to data transfer

· User data mode indication (GGSN and BM-SC unicast vs. multicast capability)

· BM-SC source specific multicast addresses
· eNB cluster’s UP IP multicast address (only if MB-SE assigns IP multicast address to eNB clusters)

· Protocol specific parameters (e.g. eNB’s TEID-D)

4.5 MCE – eNB interface

MCE shall send the following information elements to eNB; this information can be provided well in advance and only once for all sessions (pre-configuration):

· Start-Stop indication (Start/Stop/Update)

· MBMS service area

· Requested QoS

· Estimated session duration

· Service type (only Broadcast for LTE)

· Counting info (on/off)

· Session identity

· Session repetition number

· TMGI

· SGSN addresses, i.e. eNB addresses (not necessary with IP multicast delivery)

· 2G-3G indicator (probably needs LTE value)

· Time to data transfer

· User data mode indication (GGSN and BM-SC unicast vs. multicast capability)

· BM-SC source specific multicast addresses
· eNB cluster’s UP IP multicast address (only if MB-SE assigns IP multicast address to eNB clusters) 

· MBSFN relevant parameters in terms of MCS (Modulation Coding Scheme) and others associated to the service
4.6 MB-GW – eNB interface

MB-GW sends to eNBs user plane data by IP multicast. Error handling, e.g. when eNB has lost MBMS Bearer context is FFS.

SYNC protocol should be defined between MB-GW and eNB. This may have additional implications on the above set of parameters.

5. Conclusions and proposal

It is proposed to agree on the following issues and to capture the relevant parts of this document in TS 23.401:

1. Only functional architecture of the SAE/LTE MBMS (Figure 1) is defined at the moment.
2. SAE/LTE MBMS provision shall utilize IP multicast delivery of the UP data. 
3. It is FFS if SAE/LTE MBMS provision should utilize IP multicast delivery also for the CP data. (RAN 3 is expected to discuss this in their meeting 20 -24 August 2007)
4. It is FFS whether there is an open interface between MB-GW and MB-SE.
6. ANNEX

In the text copy of Tdoc R3-071015 below the term MBMS GW-CP should be interpreted as MB-SE and MBMS GW-UP as MB-GW.
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1
Introduction

The proposal on using the IP multicast delivery of the control plane messages for the eMBMS broadcast mode (and, by extension, the enhanced broadcast mode) is under the discussions in RAN3 (see e.g. R3-070221, R3-070534). Two main concerns were raised in RAN3: reliability and security of the proposed solution. This paper addresses these concerns, and proposes its use between MBMS-GW and eNBs, in a similar fashion as it is done for the User Plane messages delivery.

2
Reliable delivery of the CP messages to eNBs

A reliable delivery of the control plane messages to eNBs is necessary to prepare each concerned eNB for receiving the MBMS user plane data from MBMS GW-UP. In order to deliver the control plane messages to eNBs by IP multicast, the following is necessary:

· Each eNB should join the predefined MBMS control plane group. If several eNBs are in the same subnet, then it is sufficient if one of them would join the group, but for simplicity it would better if all eNBs would join.

· MBMS GW-CP shall send the MBMS control plane messages to the pre-defined IP multicast address.

When using IP multicast delivery there is no guarantee that the IP message reaches all destination eNBs. The simplest and most efficient way for achieving the reliability would be if the MBMS GW-CP would resend each control plane message for certain number of times. In such case eNB:s would not need to send hundreds of positive acknowledgements to the MBMS GW-CP. A similar approach is used for establishing and maintaining the MBMS user plane (IP multicast distribution tree). An IGMPv3 join procedure uses ‘periodic repetition’ of queries for host reports. Also note that if some technical problems hinder the delivery of the CP message, this affects both the Unicast and Multicast delivery, and the actual system behavior in case of failure does not necessarily differ. Finally, there is certainly a requirement coming from the MBSFN operation that CP messages are delivered under synchronized transmission purposes, which favors the IP multicast approach for the CP, instead of the connection oriented delivery.
3
Proposed security solution
Normally the network between MBMS GW-CP and eNBs would be protected from attackers, as the eNB:s enabled for EMBMS transmission are of the Macro coverage type and are part of the operator’s basic infrastructure and certainly consists of secured links. (Security may be implicit by the use of a physical secure network in between the EPC hosting the MBMS-GW and the Radio network hosting the eNBs). If this is not the case, then RFC 3740 provides a mechanism for securing the communication between MBMS GW-CP and eNBs. Figure 1 shows the architecture for securing a large multicast group (RFC 3740).
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Figure 2 Centralized Multicast Security Reference Framework according RFC 3740

4
Addressing the concerns

R3-070221

This discussion paper criticizes that eNB which have no cell in the MBMS service area are receiving the MBMS Session management messages. Whether this is a load that influences considerably an eNB depends on the traffic (signaling) model. Let’s look into a typical case:
· Network sends three signaling messages per subscriber per busy hour

· An eNB serves 10 000 subscribers

· 20 MBMS services are provided simultaneously

· The repetition time of MBMS Session Management messages are 120 seconds. RFC 3376 specifies 125 seconds as a default time value for the IGMP query repetition.
In such case the MBMS-CP messages make only 2% of all signaling messages to the eNB. Moreover, the expected load is likely less than estimated here.
Beside the fact that MBMS Session Management messages are a small part of eNB signaling load there are possibilities for optimizing the amount of unnecessary MBMS messages received by an eNB by defining some criteria for the IP multicast group assignments. The optimization will be a trade off between the amount of unnecessary MBMS Session Management messages an eNB receives and the amount of IP multicast groups it has to join. Dependent on the requirements and the traffic model the one or the other optimization direction will be the right one.

NOTE: 
The full address range of IP multicast addresses is from 224.0.0.0 to 239.255.255.255. Some are preserved for special use. 

Apart from assigning IP multicast groups to service areas there might be possibilities to optimize the structure of MBMS Session Management messages in order to support the decoding at the eNB and thus the performance consumption of unnecessary received MBMS Session Management messages. For example if MBMS Session Management messages, e.g. MBMS Session Starts/-Updates, are sent in one message with a lot of containers in it the eNB has only to decode the header only once. Then it doesn’t matter very much if there are containers in it that do not affect the eNB.

R3-070534 (S3-070160) and S3-070091

This reply LS to the "Reply LS on NDS/IP and S1 Connectivity” (R3-070534, S3-070160) and the discussion paper in S3-070091 address the problem of conveying the paging messages between MME and eNB. The destination network element for the paging message is UE, while with MBMS CP multicast the scenario would be totally different: destination node is eNB and MBMS session control message. That is, the security problem when sending a paging request from the eNB to the UEs is independent from the way how the MBMS CP message reaches the eNB (unicast vs. multicast).

This is the principle difference between these cases and therefore drawbacks identified for paging cannot be considered to MBMS CP multicast specific.

5
Conclusions and proposal

The main impacts of using IP multicast for MBMS control plane are listed as follows:
· IP multicast capable routers are required in the network, already available because of the requirements for the MBMS User Plane data delivery.

· A security/policy server interfacing with the IP multicast routers and the eNBs and the MBMS-CP and MBMS-UP might be necessary.

· The requirement for IP multicast security means that a policy server might be needed (as part of O&M) -this adds to the complexity of O&M. Alternatively the multicast secrets could also be administrated locally on the routers, eNB and MBMS-CP/UP.

· Performance: The sending node MBMS-CP doesn't have to duplicate MBMS-CP message. The reliability aspects can be covered by a mechanism of message repetition for multicast. In case the group of targeted eNB:s is large, the total signaling load, including the repetitions, remains reasonable low compared to the CP message delivery with unicast and therefore results in a gain on the MBMS-CP. 

Defining IP multicast for user plane (including the procedures of establishing and leaving the distribution tree) but stating that IP multicast for the MBMS Session Management isn’t reliable and secure is inconsequent as both MBMS Session Management and the IP multicast mechanism for establishing and maintaining the IP multicast distribution tree (user plane) are part of the MBMS control plane.
It is proposed to use the IP multicast delivery of the control plane messages for the eMBMS broadcast and enhanced broadcast mode, as this seems to be the most efficient way for achieving the given goals.
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