SA WG2 Temporary Document

Page 1
-


3GPP TSG SA WG2 Architecture — S2#58
S2-072749
25 - 29 June 2007

Orlando, FL, USA

Source:
Nokia Siemens Networks, Nokia, Ericsson
Title:
Trigger for Inter SGW Handover
Document for:
Discussion and Approval
Agenda Item:
8.2.6
Work Item / Release:
SAES  / Rel-8
Abstract of the contribution:

This papers evaluates the need for the different triggers in the eNodeB for triggering an inter eNodeB inter MME and/or inter SGW handovers. It is proposed to improve the current situation that suggests various types of triggers.
1 Introduction

When SA2 discussed the inter MME/SGW handover triggers for the eNodeB at the Warsaw meeting  there was no analysis available at SA2 and the preference was not to change any of the assumptions.

This papers evaluates the need for the different triggers in the eNodeB for triggering an inter eNodeB inter MME and/or inter SGW handovers. It is proposed to improve the current situation that suggests various types of triggers.
2 Discussion

The trigger for inter MME/SGW are quite obvious for the eNodeB when there is no X2 connectivity with the target eNodeB. A more complex situation is caused by overlapping MME service areas, overlapping SGW services areas and when pools are configured by overlapping pools of MMEs and SGWs. In these situations there is typically X2 connectivity between all eNodeBs. Additional means for the eNodeBs are required to detect the need for triggering an inter MME/SGW handover.

One mechanism is that the source eNodeB starts an X2 handover and the target eNodeB replies that it has no connectivity with the old MME or the old SGW. (The source eNodeB may cache the result to avoid using X2 later on with the same parameters.) The MME connectivity is implicitly known in the eNodeB because SCTP signalling connections are configured between eNodeBs and MMEs. However the knowledge of SGW connectivity is less reliable if it would be derived from S1 GTP signalling. It would be rather necessary to configure all eNodeBs with the SGWs that they can connect.
It is obvious that simplifications should prefer using the already implicitly known MME connectivity. So it may be questioned whether it is really needed to configure all eNodeBs in addition with SGW connectivity knowledge. It is clear that the MMEs need to know independently the relations between TAs and SGW service areas as during TAU procedures the MME need to select a new SGW if needed.

It the SGW triggers are not known by the eNodeB a handover with SGW change is only possible when the MME also changes. This might seem to limit network configurations options. However the pool concept provides extensive scalability. It is assumed that the MME service or the MME pool areas are mainly limited by e.g., the amount of temporary identities or the number of SCTP connections. The SGW does not have similar limitations in the number of eNodeBs it connects to, since the SGW and the eNodeB only need to have IP connectivity, and they do not need to establish a permanent signalling relationship. This makes the SGWs capable of serving even the whole PLMN, or large administrative regions. Subdividing this areas by smaller SGW service or pool area is not desirable as it increases the number of handovers that involve the CN.

In initial deployments a single SGW may serve one or multiple MME service areas. When the user plane traffic increases further SGWs may be added to the pool. The operator may select an SGW which is geographically close to the UE as it enters the pool area. So having the SGW changes triggered by MME pool area changes does not limit the operator in optimized and scalable SGW deployments. It eases the network configuration and reduces thereby the OPEX.
The SGW change trigger in the eNodeB does not depend on any UE functionality. If there are later reasons for such a trigger it may be added to any subsequent standards release. For the initial release it is not necessary.
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3 Conclusion

The SCTP connectivity between MMEs and eNodeBs is a good criteria to trigger inter CN nodes handovers by the eNodeB and for S1 signalling reasons it is anyhow available. The connectivity between eNodeBs and SGWs would need dedicated configuration information in the eNodeBs, which would increase the operator’s OPEX. There are no major limitations for scalability and SGW deployments because, unlike the MMEs, the SGW nodes are not limited to connect to any number of eNodeBs. The functionality may be added later when deemed necessary.

At least for the initial SAE release there should be no configuration needed to trigger inter SGW handovers by the eNodeB.

4 Proposal

5.5.1
Inter eNodeB handover with CN node relocation

This procedure shall be used for inter eNodeB handover in the following cases: 
· There is no X2 connectivity between source eNodeB and target eNodeB (or it is not desired to be utilized) or

· There is no S1-MME connectivity between target eNodeB and source MME (or it is not desired to be utilized) or 

· 
To cover all the above scenarios and their combination this Inter eNodeB handover with CN node relocation procedure does not rely on:

-
signalling on X2 between source eNodeB and target eNodeB,

-
signalling on S1-MME between target eNodeB and source MME, nor


-
signalling on S1-MME between source eNodeB and target MME, nor

NOTE:
Whether X2 is used to find out the non existence of S1-MME connectivity is out of scope of this procedure.
This inter eNodeB handover with CN node relocation procedure can be used to relocate MME or Serving GW and MME.  The procedure is initiated in the source eNodeB. The source MME selects the target MME. If the MME is not relocated, then Source and Target MME in the following message flows are considered to be the same node and all the signalling messages between them are internal functions within the MME. If the Serving GW needs to be relocated the target MME selects the target Serving GW, as specified in clause X.y on Serving GW selection.
The source eNodeB decides which of the EPS bearers are subject for forwarding of packets from the source eNodeB to the target eNodeB. The EPC does not change the decisions taken by the RAN node. Packet forwarding can take place either directly from the source eNodeB to the target eNodeB, or indirectly (FFS) from the source eNodeB to the target eNodeB via the source and target Serving GWs (or if the Serving GW is not relocated, only the single Serving GW). 

Editor's note: it is FFS if the indirect forwarding option needs to be defined. 

The availability of a direct forwarding path is determined in the source eNodeB and indicated to the source MME. If X2 connectivity is available between the source and target eNodeBs, a direct forwarding path is available.

If a direct forwarding path is not available, indirect forwarding may be used (FFS). The MMEs (source and target) use configuration data to determine whether indirect forwarding paths are to be established. Depending on configuration data, the source MME determines and indicates to the target MME whether indirect forwarding paths should be established. Based on this indication and on its configuration data, the target MME determines whether indirect forwarding paths are established.
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