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Abstract of the contribution: The consequences of fast user plane setup feature are analyzed from performance and complexity point of view, and a way forward is proposed.
Introduction
The option of allocating TEIDs for downlink traffic at the eNodeB already at the Service request message in the case of Service request procedure over LTE has been proposed in SA2 as a means to make the procedure faster and to simplifying the Serving GW node. Similar solution for Attach has also been discussed. It has been agreed that further study is needed to assess the advantages and disadvantages of the proposal. This contribution analyzes the consequences of the use of this “fast user plane setup” feature, including performance and complexity aspects. 
Uplink Data Path Setup

It is assumed that during idle state all EPS bearers of the UE are preserved by the MME and the SGW. This includes the S1 tunnel endpoints that remain reserved on the SGW and the MME stores that information.

When the UE sends a service request message to the MME the MME can immediately send an S1-AP Initial Context Setup Request message to the eNB. The MME provides S1 uplink TEIDs  for all EPS bearers of the UE with that message. The uplink path from eNB to SGW is available. And when the radio bearers are setup the UE may transfer uplink data that the eNB immediately may forward to the SGW.

There is no need for further optimisation of the uplink path establishment.
Downlink Data Path Setup

To establish the downlink data path the eNB needs to allocate S1 downlink TEIDs for the S1 user plane as the eNB does not store any information about idle state UEs. In the service request procedure shown in TS 23.401 the eNB waits for the confirmation of the radio bearer setup before it sends the S1-AP Initial Context Setup Complete with the allocated S1 downlink TEIDs to the MME. When the UE confirms the radio bearer setup it may send already uplink data as the uplink user plane path is already established. This may trigger immediate downlink data that the SGW may need to buffer as the S1 downlink path is not yet available.

One S1-MME and one S11 message are send before the SGW knows the downlink tunnel identifiers for S1-U. Signalling transfer to/from an MME far away from eNB and SGW together with some processing delay may contribute already a major part of the target delay for the idle active transition. Some optimisation of the downlink path setup may be needed.

Some of the so far proposed fast user plane optimization mechanisms would imply that that the eNB might allocate downlink TEIDs and send the TEIDs together with the initial NAS message to the MME. So the MME may initiate S1-U and radio bearer establishment in parallel. This approach has the drawback that the eNB may need to analyse the NAS message, or it would allocate user plane downlink TEIDs also for signalling only transactions, e.g. for a TAU. Another problem is that multiple EPS bearers may be preserved for a UE and the eNB has no knowledge how many downlink TEIDs to allocate when sending the initial NAS message to the MME.

An improvement of the so far proposedmechanisms allocates always the maximum number of downlink TEIDs for the UE when the initial NAS message is sent to the MME. A special structure of the TEID is proposed to allocate a single TEID only, which includes a sub-identifier to differentiate between the UE’s EPS bearers. This eliminates the drawback that the eNB does not know how many downlink TEIDs it should allocate. This would cause increased complexity in the eNodeB implementation, since it would need to allocate resources for all the bearers first, but it needs to release some of those later. This is also an inefficient usage of eNodeB internal resources. It requires the eNB to prepare always for the maximum number of EPS bearers. And shortly after that preparation the eNB receives the bearer descriptions from the MME and needs to modify the parameters of the already prepared S1 and radio bearers. The MME sends the bearer parameters after authenticating the NAS message. So these pre-setup bearers in the eNB are modified after one signalling roundtrip with the MME plus some processing delay. In addition the eNB may need to analyse NAS messages or allocates TEIDs also for signalling only transactions.

This optimization further raises the issue of admission control at the eNodeB, which is needed for all bearers. Admission control requires the QoS parameters to be known at the eNodeB, which are available only at signalling from the MME. Therefore the early TEID allocation at Service request can only be done without admission control, which means that the Serving GW may send downlink packets to the eNodeB on bearers which may later be rejected. Besides, in a situation when there is congestion on S1-U, it is not desirable to allow downlink packets to be forwarded from the Serving GW to the eNodeB before admission control, since this would increase the congestion on S1-U, and these packets would just be dropped at the eNodeB.

Performance evaluation
It is seen that the proposed “fast user plane setup” mechanisms do not make the uplink data path setup quicker. In the case of paging procedure, the paging time over the air interface is typically in the order of several hundred milliseconds. Compared to that, the “fast user plane setup” feature gives only marginal improvements since the signalling delays on S1-MME and S11 are in the order of a few milliseconds. 
Therefore the only use case where the “fast user plane setup” feature may provide noticeable performance improvements is when an uplink packet, such as a DNS request, triggers an immediate downlink packet such as a DNS response. Therefore, to assess the need for the “fast user plane setup”, it is necessary to understand the timing relationship between the arrival of the control signalling from the MME to the Serving GW which establishes the S1-U in the downlink, and the arrival of the first downlink packet to the Serving GW as triggered by the uplink packet. 
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Figure 1: Control and user plane signalling after the radio bearer is established. 

Figure 1 above shows the signalling in the control plane and the user plane path starting from the time instance when the radio bearer is established. The delay in the control and user plane are made up of the following.

	
	Control plane
	User plane

	Transfer delay
	S1-MME

S11
	Uu (air interface scheduling and transfer)

S1-U

S5/S8 twice (if applicable)

SGi twice (between PDN GW and server)

	Processing delay
	eNodeB

MME
	eNodeB

Serving/PDN GW

Server


Regarding the processing delay, this is very much dependent on the implementation. In general, it can be expected that processing requirements on the application layer are higher than the processing requirements in the MME, therefore the user plane processing delay is likely to be at least as much as in the control plane. In the case of DNS, it is expected that a significant part of the DNS queries need be sent on recursively to other DNS servers, in which case the process will take considerably longer. Note also that as the implementations get more and more mature, processing delays in the nodes such as MMEs are likely to decrease. 
Concerning the difference in transfer delay between the control and the user plane, this is dependent on the deployment scenario. In case if the Server is away from the PDN GW, or if the Serving GW is away from the PDN GW (roaming case), the transfer delay in the user plane is expected to be higher than in the control plane. Also, if the MME is close to the Serving and PDN GW (i.e., they are centrally placed in the operator’s network), the transfer delay is expected to be similar in the control plane and user plane. Therefore, the transfer delay in the user plane is smaller than the control plane only if the Serving/PDN GW and Server are close together, and the MME is away from them. In a reasonably sized pool area, it can be expected that the difference in the control and user plane paths lengths in this case is still in the order of 500km or less, which corresponds to 2.5ms delay difference (assuming 200km/ms propagation speed in fiber). 
Considering the above, it is expected that the control plane delay in most cases will be shorter than the user plane delay, meaning that the S1-U path is already established in the downlink by the time the user plane packet arrives to the Serving GW. The only scenario when the user plane delay might be shorter than the control plane is when the Serving GW, PDN GW are close together (co-located, non-roaming case), the Server is close to the PDN GW, which are all located at a distributed site close to the RAN, while the MME is centrally located, and the processing delay in the MME is in the same order or above the processing delay in the Serving/PDN GW plus Server, meaning that the Server can process the query by itself. Even in this scenario, the extra delay caused by the longer control plane path is in the order of a few milliseconds, which is not expected to impact end user perceived performance. 
Summary of fast user plane setup evaluation
The “fast user plane setup” mechanism allows the first downlink packets to be sent earlier in the case of Service request procedure. However, the realization of this optimization would increase the complexity of the eNodeB implementation.
The performance improvements do not apply to a first uplink packet, and the improvement is marginal for a first downlink packet. The improvement is limited to the downlink packet which arrives in response to the first uplink packet, and further limited to use cases where the Serving, PDN GW and Server are all close together at a distributed site close to the RAN while the MME is central, and the processing delay in the Serving and PDN GW and Server taken together are not higher than in the MME. Even in this case, the improvement is not more than a few milliseconds which is not expected to be perceived by the end user. 
Based on the above, it is concluded that the performance benefits of this optimization are not sufficient to justify the extra costs of the implementation. 
Handling of early downlink packets
In case an early downlink packet arrives at the Serving GW in response to an uplink packet at Service request, and the S1-U path is not yet established from the Serving GW to the eNodeB, the Serving GW proceeds as defined for the Network initiated service request procedure. This means that the Serving GW sends a Paging request message to the MME. At this point, the MME is aware that a Service request procedure is already in progress and the MME has already established a signalling connection towards the UE. In this case, it is proposed that the MME does not initiate Paging over the air interface, since that would be unnecessary. 
Note that the above clarification is necessary anyway, because it may always happen that a first uplink and a first downlink packet arrives at approximately the same time. Note also that the above behaviour does not imply any new functionality at the Serving GW, and requires only a simple check at the MME. 

Since the Paging request message from the Serving GW to the MME may not always result in a paging over the air interface, it is proposed to rename that message to “Downlink Data Notification”. 
Early downlink packets may also occur during the Attach procedure, e.g., a Router advertisement generated immediately for a newly attached UE at the PDN GW. As for the Service request procedure, it is proposed to buffer that potential packet at the Serving GW. In the case of Attach, however, it is proposed to clarify that no Downlink packet notification needs to be sent to the MME until the Attach procedure completes and the Serving GW gets the eNodeB tunnel endpoints in an Update Bearer Request message from the MME. 
Proposal
Based on the analysis above, it is proposed to adopt the approach that TEID for downlink traffic at the eNodeB is provided in the S1-AP initial context setup complete message to the MME, rather than in the Attach/Service request for the Attach and Service request procedures, respectively. 

It is proposed to clarify the Attach and Service request procedures according to the discussion above as follows. 
*********************** start first change ***********************************

5.3.2
Attach procedure
A UE/user needs to register with the network to receive services that require registration. This registration is described as Network Attachment. The always-on IP connectivity for UE/users of the EPS is enabled by establishing a default EPS bearer during Network Attachment. The Attach procedure may trigger one or multiple Dedicated Bearer Establishment procedures to establish dedicated EPS bearer(s) for that UE.
Editor's note: The specific triggers for the Dedicated Bearer Activation procedure(s), i.e. the initial step(s) of the procedure, are FFS in this case.
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Figure 5.3.2-1: Attach Procedure
1)
The UE initiates the Attach procedure by the transmission an Attach Request (IMSI or S‑TMSI and old TAI, Selected Network) message to the eNodeB. IMSI shall be included if the UE does not have a valid S‑TMSI available. If the UE has a valid S-TMSI, S-TMSI and the old TAI associated with S-TMSI shall be included. Selected Network indicates the network that is selected.

Editor's note:
It's FFS whether the APN information is provided by the UE.
2)
The eNodeB derives the MME from the S-TMSI and from the indicated Selected Network. If no MME can be derived the eNodeB selects an MME as described in clause "MME selection function". The eNodeB forwards the Attach Request message together with an indication of the Cell Global Identity of the cell from where it received the message to the new MME.


3)
If the UE identifies itself with S-TMSI and the MME has changed since detach, the new MME sends an Identification Request (S-TMSI, old TAI) to the old MME to request the IMSI. The old MME responds with Identification Response (IMSI, Authentication Quintets). If the UE is not known in the old MME, the old MME responds with an appropriate error cause. 
4)
If the UE is unknown in both the old and new MME, the MME sends an Identity Request to the UE to request the IMSI. The UE responds with Identity Response (IMSI).

5)
If no UE context for the UE exists anywhere in the network, authentication is mandatory. The authentication functions are defined in clause x.x.

6)
If there are active bearer contexts in the new MME for this particular UE (i.e. the UE re-attaches to the same MME without having properly detached before), the new MME deletes these bearer contexts by sending Delete Bearer Request messages to the GWs involved. The GWs acknowledge with Delete Bearer Response message.
Editor's note: The concept of bearer context needs to be defined.

7)
If the MME has changed since the last detach, or if it is the very first attach, the MME sends an Update Location (MME Identity, IMSI) to the HSS.

8)
The HSS sends Cancel Location (IMSI, Cancellation Type) to the old MME with Cancellation Type set to Update Procedure. The old MME acknowledges with Cancel Location Ack (IMSI) and removes the MM and bearer contexts.

9)
If there are active bearer contexts in the old MME for this particular UE, the old MME deletes these bearer contexts by sending Delete Bearer Request messages to the GWs involved. The GWs return Delete Bearer Response message to the MME.
Editor's note:
It's FFS which flow triggers the Delete Bearer Request messages.
10)
The HSS sends Insert Subscriber Data (IMSI, Subscription Data) message to the new MME. The new MME validates the UE's presence in the (new) TA. If due to regional subscription restrictions or access restrictions the UE is not allowed to attach in the TA, the MME rejects the Attach Request with an appropriate cause, and may return an Insert Subscriber Data Ack message to the HSS. If subscription checking fails for other reasons, the MME rejects the Attach Request with an appropriate cause and returns an Insert Subscriber Data Ack message to the HSS including an error cause. If all checks are successful then the MME constructs a context for the UE and returns an Insert Subscriber Data Ack message to the HSS.
11)
The HSS acknowledges the Update Location message by sending an Update Location Ack to the MME. If the Update Location is rejected by the HSS, the MME rejects the Attach Request from the UE with an appropriate cause.

Editor's note: further considerations on subscription data handling needed, e.g. if transferred between MMEs, if insertion by separated procedure from HSS necessary or if Steps 9 and 10 can be combined as one message.
12)
The MME selects a Serving GW as described under "GW Selection Function" and sends a Create Default Bearer Request (IMSI, MME Context ID) message to the selected Serving GW. 

13)
The Serving GW creates a new entry in its EPS Bearer table and sends a Create Default Bearer Request (Serving GW Address for the user plane, Serving GW TEID of the user plane, Serving GW TEID of the control plane) message to the PDN GW. After this step, the Serving GW buffers any downlink packets it may receive from the PDN GW until receives the message in step 21 below. 
Editor’s Note: It's FFS which entity will select the PDN GW. 

Editor’s Note: This step is for GTP based S5/S8 reference point, it's FFS for IETF based S5/S8 reference point.
14)
The PDN GW may interact with the PCRF to get the default PCC rules for the UE if PCRF is applied in the network.

Editor's note:
It is FFS which kind of information will be provided by the PCRF. 
15)
The PDN GW returns a Create Default Bearer Response (PDN GW Address for the user plane, PDN GW TEID of the user plane, PDN GW TEID of the control plane, PDN Address) message to the Serving GW. PDN Address is included if the PDN GW allocated a PDN address.

Editor’s Note: This step is for GTP based S5/S8 reference point, it's FFS for IETF based S5/S8 reference point.

16)
The Serving GW returns a Create Default Bearer Response (PDN Address, Serving GW address for User Plane, Serving GW TEID for User Plane, Serving GW Context ID) message to the MME. 
17)
The MME sends an Attach Accept (S-TMSI, PDN address, TA List) message to the eNodeB. S-TMSI is included if the MME allocates a new S-TMSI. This message is contained in an S1_MME control message Initial Context Setup Request. This S1 control message also includes the security context for the UE and QoS information needed to set up the radio bearer, as well as the TEID at the Serving GW used for user plane and the address of the Serving GW for user plane. The PDN address assigned to the UE is included in this message.
18)
The eNodeB sends Radio Bearer Establishment Request to the UE and the Attach Accept Message (S-TMSI, PDN address, TA List) will be sent along to the UE.
19)
The UE sends the Radio Bearer Establishment Response (FFS) to the eNodeB. In this message, the Attach Complete Message will be included.

20)
The eNodeB will forward the Attach Complete message to the MME. On the S1_MME reference point, this message is contained in an S1_MME control message Initial Context Setup Complete. This S1 control message also includes the TEID of the eNodeB and the address of the eNodeB used for downlink traffic on the S1_U reference point. 

After the Attach Accept message, the UE can then send uplink packets towards the eNodeB which will then be tunnelled to the Serving GW and PDN GW.
21)
The MME sends an Update Bearer Request (eNodeB address, eNodeB TEID) message to the Serving GW. 

22)
The Serving GW acknowledges by sending Update Bearer Response to the MME. The Serving GW can then send its buffered downlink packets.

NOTE:
After Step 13, the PDN GW may assign the PDN address to the UE or leave the PDN address unassigned. In some cases (e.g. non-integrated devices, such as Laptop), the UE PDN address may need to be assigned after the completion of attach procedure (e.g. via DHCP). 

Editor's Note: It's FFS how the EPS knows which type of PDN address to use.

*********************** end first change ***********************************

*********************** start second change ***********************************

5.3.4
Service Request procedures
5.3.4.1
UE triggered Service Request


[image: image4]
Figure 5.3.4-1. UE triggered Service Request procedure

1)
The UE sends NAS message Service Request (S-TMSI, TAI, Service Type) towards the MME encapsulated in an RRC message to the eNodeB. The RRC message(s) that can be used to carry this NAS message are described in 3GPP TS 36.300 [5].

2)
The eNodeB forwards NAS message to MME. NAS message is encapsulated in an S1-AP: Initial UE Message (NAS message, Cell Global ID of the serving cell). Details of this step are described in 3GPP TS 36.300 [5].


3)
NAS authentication procedures may be performed.

4)
The MME sends S1-AP Initial Context Setup Request (Serving GW address, S1-TEID(s) (UL), Bearer QoS(s), Security Context, MME Signalling Connection Id) message to the eNodeB. This step activates the radio and S1 bearers for the default bearer and the pre-established dedicated bearers. The need for a mechanism to activate only a subset of the existing EPS bearers is FFS. The eNodeB stores the Security Context, MME Signalling Connection Id, Bearer QoS profile(s) and S1-TEID(s) in the UE RAN context.  The step is described in detail in 3GPP TS 36.300 [5].
5)
The eNodeB performs the radio bearer establishment procedure. The user plane security mode is established at this step. This step implicitly confirms the Service Request. This step is described in detail in 3GPP TS 36.300 [5].

6)
The uplink data from the UE can now be forwarded by eNodeB to the Serving GW. The eNodeB sends the uplink data to the Serving GW address and TEID provided in the step 4.

It is FFS if the uplink data can be forwarded onwards by Serving GW only after step 8.
7)
The eNodeB sends an S1-AP message Initial Context Setup Complete (eNodeB address, S1 TEID(s) (DL)) to the MME. This step is described in detail in 3GPP TS 36.300 [5].
8)
The MME sends an Update Bearer Request message (eNodeB address, S1 TEID(s) (DL)) to the Serving GW. The Serving GW is now able to transmit downlink data towards the UE. 
9)
The Serving GW sends an Update Bearer Response to the MME.
5.3.4.2
Network Triggered Service Request
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Figure 5.3.4-2. Network triggered Service Request procedure
1)
The Serving GW receives a downlink data packet for a UE in IDLE state.

2)
The Serving GW sends a Downlink Data Notification message to the MME. 

3)
The MME sends a Paging message (NAS Paging ID, TAI(s), Paging DRX ID) to each eNodeB belonging to the tracking area(s) in which the UE is registered. The step is described in detail in 3GPP TS 36.300 [5]. Steps 3-4 are omitted if a Service request procedure for the same UE is already in progress, such that the MME has a signalling connection towards the UE. 
4)
The UE is paged by the eNodeBs. The step is described in detail in 3GPP TS 36.300 [5].

5)
The UE initiates the UE triggered Service Request procedure, which is specified in clause 5.3.4.1.

*********************** end second change ***********************************
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