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Abstract of the contribution: The contribution discusses some scenarios for the support of multiple PDNs and introduces some principles. 

1. Introduction

This paper addresses the issue for the support of multiple PDNs in the EPS. Specifically, it is a companion contribution to S2-07xx01, and it addresses the following points:

1. The support of multiple PDNs through separate PDN GWs

2. The support of parallel connectivity to multiple PDNs through separate PDN GWs
3. The support of UE-initiated connectivity to additional PDNs once connectivity to a PDN is already established (e.g. at network attachment)
The contribution does not focus on parallel connectivity to multiple PDNs using different radio interfaces (e.g. PDN1 through EUTRAN and PDN2 through trusted non-3GPP access), and considers such scenarios as FFS.
2. Discussion

S2-07xx01 discussed the basic reasons for the support of multiple PDNs. In the follow we discuss additional requirements.

2.1 Support of multiple PDNs though different PDN GWs

In the past discussion in SA2, several alternatives have been proposed for the support of multiple PDNs. In the follow we discuss some of these alternatives:

· Single APN configuration based on network selection: though it may be considered an ideal case, unfortunately the assumption that a single APN/PDN GW allows access to all services is not realistic for all the deployments. Moreover, it introduces some disadvantages:
1. The solution is optimized only in case the user needs to access e.g. only one corporate/private network or that the various corporate/private networks are geographically close, otherwise the operator needs to accept that access to some of those networks is provided though a sub-optimal PDN GW, introducing in turn performance issues. 
2. In common operational deployments it is not realistic to assume that connectivity with a certain corporate network is maintained on all the deployed PDN GWs. Most likely, a certain corporate network will be reachable from a single PDN GW. If the UE has subscribed for access to one or more corporate networks and moves far away from the location of the PDN GW designated to serve them, the UE is forced to stay anchored with that PDN GW even just to access the Internet, service for which a local PDN GW would have been more than enough. This may introduce performance impacts even just for Internet access. 
Since the standard should focus on functionality and not specific deployments, i.e. a variety of deployments shall be enabled by the standard; we cannot safely assume that the Single APN solution would satisfy all the scenarios. 

· UE indication of a specific additional APN: this solution, in addition to network based configuration of connectivity, allows flexibility for scenarios where an event in the UE triggers the need to establish connectivity to a separate PDN. The policies governing such triggering can of course be under control of the home operator, through terminal configuration.

· Network-based VPN solutions: currently, in most common scenarios general purpose APNs (e.g. Internet access) are configured on all GGSNs. APNs devoted specifically for corporate access are configured on a limited number of GGSNs since in particular for medium/small size enterprises, configuring multiple GGSNs for the access to such corporate domains will require tunnels from multiple GGSNs, with a considerable increment of complexity for the customers (i.e. the enterprises). If we assume that providing access to corporate domains through VPN-like solutions will be important for SAE operators, at least in initial phases of deployments, one can therefore conclude that support of connectivity to multiple PDNs through separate PDN GWs is required.

· NAT-based solutions: considering the points made above for network-based VPNs, it is clear that we cannot expect every PDN GW to provide access to all PDNs. As indicated in TR 23.882, mandatory usage of NAT and NAT like devices is discouraged due to various concerns, some of which are documented in the TR 23.981. Therefore, a NAT-based solution would not satisfy all operators requirements, nor match realistic use cases. The solution may also introduce a considerable level of complexity in the UE, due to the need for the UE to be aware of NATs. Further, NAT based solutions may entail application specific support for traversal, increasing the complexity of introducing new services.

· Use of Mobile IP tunnels: the use of Mobile IP tunnels to multiple HAs (i.e. PDN GWs) for the support of multiple PDNs can be considered equivalent to the statement in this paper regarding the support of multiple PDNs through the use of multiple PDN GWs. However, we believe that with the current architecture, the conclusions in this contribution are more generic. In fact, the idea of using Mobile IP tunnels to support multiple PDNs is not in itself a complete solution in all scenarios. The solution is typically based on the idea of having as many Mobile IP Home Agents (i.e. PDN GWs) as the number of PDNs and can be used only when the UE is not at home in MIP sense, since only in that case the UE activates the MIP tunnel with the PDN GW. An additional aspect to consider is the complexity of support multiple instances of Mobile IP where the terminal is connected with multiple HAs. 
· Dedicated PDN GW for each PDN/Service Domain: this solution was already considered when the SAE study was carried out. The only potential drawback asserted for this solution is that if connectivity to multiple PDNs using different PDN GWs is established over time as opposed to during attachment, the Serving GW is selected when the UE connects to the first PDN (i.e. at Attach), and it may be optimised for that specific PDN. This argument does not hold; in fact there is no disadvantage. Assuming that the support of multiple PDNs is through a single PDN GW (a-la Single APN solution), then there is a single Serving GW for all PDNs anyway, therefore the two options are equivalent from this point of view.

In conclusion, based on the arguments presented, it is clear that the support of multiple PDNs through different PDN GWs is required in order to guarantee that generic deployment models and different operators requirements are supported. Support of multiple PDNs through a single PDN GW is of course still possible, and it depends on the specific operator configuration and policies. It is of course expected that operators will want to minimize the number of PDN GWs actually used/needed to support multiple PDNs.
2.2 Local Breakout

One of the main scenarios for the support of local breakout is the need/desire for the user to connect to services in both the home and the visited network simultaneously. Support of emergency calls is an example. It is also noted that some services may only be accessible through home PDN GW (e.g. corporate network, proprietary contents, etc.). In such scenarios, it is clear that the UE will access the different PDNs using different PDN GWs.

2.3 Discussion on issues related to the support of multiple PDNs

When considering the support of multiple PDNs, and specifically the support of multiple PDNs through the use of separate PDN GWs, a set of issues are typically raised:

· General complexity in UE:

· Complexity of UE-internal routing: the complexity of the configuration of routing of IP packets in the UE between applications and IP connections may be considered as a counter argument. However, configuration of such routes is already possible nowadays e.g. in laptops when VPN is used, and only corporate traffic is routed through the VPN tunnel whereas other traffic is routed through the local connection. Similar mechanisms can be adopted. During the SAE study, it was deemed that this isn’t really an issue
· Complexity for EUTRAN access: this is no more than the complexity required today for the support of multiple PDP contexts with different APNs and GGSNs
· Complexity for non-3GPP: though not the main focus of this document, the expected complexity when using network-based IP mobility is negligible. The complexity in case of host-based IP mobility is FFS. 
· Security in the UE: one typical counter-argument to support of concurrent access to multiple PDNs is that if the UE is simultaneously directly connected to two different administrative domains (e.g. corporate and Internet) and the UE is compromised (e.g. By a Trojan Horse or a worm), there is the risk that the compromised UE provides an entry point for attacks to the corporate domain. Let’s analyze this concern:

· If this is realistic concern, then it applies equally to the scenario where the access to the two domains is achieved through multiple PDN GWs, and to the scenario where a single PDN GW is used. In fact, if the UE connects to both domains using the same bearer, and traffic differentiation is performed in the PDN GW, logically the UE is using two separate “pipes” for connectivity to the two domains, and can act as a “bridge” and enable attacks to the corporate domain. Only complex firewall operations in the PDN GW providing access to both domains (e.g. correlation between the traffic incoming from one domain and outgoing on the other domain) could potentially stop such attacks. That means that if the attacks were a realistic concern, the corporate domain would have to rely on the firewalling capabilities and configuration of the PDN GW. Complex firewalling capabilities would anyway not be pssible in case the UE uses an encrypted VPN connection to connect to the corporate domain. 

· The issue is therefore related to the fact that the UE is compromised, not to the way the UE connects to the various PDNs. Traditionally, the best practice is to ensure the UE does not get compromised by deploying anti-virus and personal firewalls in the UE, besides any firewalls deployed on the network side

· In conclusion, the threats presents when connectivity to multiple PDNs is achieved through the use of multiple PDN GWs exists also when connectivity is achieved by using a single PDN GW

From this analysis, this paper concludes and advocates that support of multiple PDNs through the use of separate PDN GWs is feasible from a point of view of the UE, by adding neither unreasonable complexity nor new security threats.

2.4 Motivation for enabling UE triggering of configuration of connectivity

During the SAE study, it was indicated that the UE does not need to be aware of the default configuration that provides default PDN/Service Domain connectivity to the UE. 

However, an important point was raised during the SAE discussion. Specifically, it was concluded that in certain scenarios the UE may request a configuration to be used instead of that default configuration for other connectivity than the default PDN/Service Domain, depending of course upon the operator configuration/policies and the user's subscription. This is important when considering the support of multiple PDNs, since it introduces the notion that the UE may specifically request how the connectivity to a PDN/Service Domain should be setup other than using the default configuration. One of the potential solutions identified during the discussion was that the UE can provide a specific additional APN. As indicated above, this solution allows flexibility for scenarios where an event in the UE triggers the need to establish connectivity to a separate PDN. The policies governing such triggering can of course be under control of the home operator, e.g. through terminal configuration.

In scenarios where connectivity through the bearer to the default PDN/Service Domain established at network attachment needs to be maintained while the UE is also accessing other PDNs/Service Domains, the UE in some cases will have to specifically request how the connectivity is setup. One scenario is when the connectivity to another PDN/Service Domain needs to be setup a certain amount of time after the network attachment and can therefore not be triggered automatically by the network upon network attachment. To do so, the UE must have a mechanism for explicitly setting up the connectivity to the PDNs/Service Domains other than the default ones. Currently, such a mechanism is not present in TS 23.401.

Therefore, this paper concludes and advocates that the support of UE-initiated connectivity to additional PDNs once connectivity to a PDN is already established (e.g. at network attachment) is required. The use of network-initiated connectivity to additional PDNs is FFS.
Note: it is FFS how the concepts discussed here interwork with pre-EPS systems.

Note: It is FFS how these principles/concepts apply to TS 23.402. 

Proposal

It is proposed that the following principles are agreed as working assumptions for the on-going work on TS 23.401:

1. access to multiple PDNs through the use of separate PDN GWs is supported 

2. parallel access to multiple PDNs through the use of separate PDN GWs is supported
3. UE-initiated connectivity establishment to additional PDNs once connectivity to a PDN is already established (e.g. at network attachment) is supported.
It is also proposed to approve the following modifications to TS 23.401. 

Appendix

**** Start of first change ****
4. Architecture Model and Concepts

4.1 General Concepts

<This section explains high-level architecture of EPC/E-UTRAN. E.g. it would indicate that the architecture supports S1 flex. >

Simultaneously exchange of IP traffic to multiple PDNs through the use of separate PDN GWs is supported in the EPS. The EPS supports an UE-initiated connectivity establishment to separate PDN GWs in order to allow parallel access to multiple PDNs.
Editor's note: Network-initiated connectivity establishment to separate PDN GWs if FFS.
**** End of first change ****
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